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RESUMEN

Los clusters automotrices reconfigurables ofrecaplias posibilidades de funcionalidad y

personalizacion de contenido. Actualmente, unacagibn llamada CLUSTER_PI esta

disponible y corre bajo la arquitectura ARM en tageta Raspberry Pi. Las aplicaciones
configuradas en este microcontrolador requierengraa demanda de procesamiento de
datos y no se le puede dar seguimiento debidolienieada capacidad de memoria. Para
proyectos con mayor demanda de graficos es negdsagr una arquitectura que permita
mayor procesamiento de informacion.

Debido a que los proyectos futuros necesitan mésadéa de informacién, capacidad de
procesamiento y graficos, se ha optado por canabiarplataforma Minnowboard Max la
cual ofrece mas prestaciones que la Raspberryl BbjEtivo principal de este trabajo es
migrar la aplicacion CLUSTER_PI de la arquitect&BM a x86_64. Para lograr este
objetivo, es necesario configurar un nuevo kermebduerdo a los requerimientos de la
aplicacion y posteriormente compilarlo. Para lafigamacién y compilacion del kernel con
los md&dulos, librerias y configuraciones necesas@sitiliza Buildroot. Esta herramienta
utiliza compilacion cruzada y ademas permite lacd de un sistema embebido Linux, el
cual incluye: gestor de arranque, sistema de asshi@iz, imagen del kernel y herramienta
de compilacion cruzada. En primer lugar se reviearpaquetes necesarios para ejecutar la
aplicacion CLUSTER_PI tales como QT5 y SSH, concleasles se procede a configurar el
Kernel.

Los componentes mas importantes asi como sus dapeas son explicados a detalle en la
Seccidén 4. Una vez guardada la configuracion sea etearchivo Makefile, el cual se

encarga de: descargar los paquetes; configurastraime instalar las herramientas de
compilacion; generar la imagen del kernel, el gedwarranque y el sistema de archivos
raiz. Después de generar el sistema Linux, se geoce ejecutar la aplicacion

CLUSTER_PI en la tarjeta Minnowboard Max obteniends mismas imagenes y

funcionalidades que en la Raspberry Pi.

Con el desarrollo de este trabajo se da oporturadale nuevos trabajos de investigacion
surjan basados en la arquitectura x86_64, perrditieasi mayor soporte a otras
aplicaciones automotrices, mejor desempefio de cgeafy escalabilidad a sistemas
computacionales.



ABSTRACT

Reconfigurable automotive clusters offer extensirectionality and content customization
capabilities. An application called CLUSTER_PI igrently available and runs under the
ARM architecture on a Raspberry Pi board. Applaagi configured on this microcontroller
require a high demand for data processing and ¢dmndracked due to limited memory
capacity. For projects with a greater demand faphics, it is necessary to have an
architecture that allows more information procegsin

Because future projects need more information deimarocessing capacity and graphics,
Minnowboard Max is chosen over Raspberry Pi sinceoffers more features and

performance. The main objective of this work isrtgrate CLUSTER_PI application from

ARM to x86_64 architecture, for this, a new kernalst be configured according to the
application’s requirements and then compiled. Boid is used to configure and compile
the Kernel with the necessary modules, libraried @mfigurations. This tool uses cross-
compilation and also allows the creation of a catelLinux embedded system, which
includes: bootloader, root filesystem, kernel imagel cross-compilation toolchain. At

first, mandatory packages for CLUSTER_PI App lik&3Qand SSH are selected in the
kernel configuration.

The most important components and their dependeaceeexplained in detail in Section 4.
Once the configuration is saved, the Makefile igated, which is responsible for:
downloading the packages; configure, build andalhgihe compilation tools; generate the
kernel image, the bootloader, and the root filemystAfter generating the Linux system,
CLUSTER_PI application is run on the Minnowboard xMabtaining the same graphic
environment and functionalities as in the RaspbBiry

With the development of this work, it is possildattnew research work will emerge based
on the x86_64 architecture, thus allowing greatgpsrt to other automotive applications,
better graphics performance and scalability to aatenpsystems.
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LIST OF ACRONYMS AND ABBREVIATIONS

CAN

CLUSTER_PI

Cross-compilation

Distro
DRI
EGL
Host

GUI

IPC

HMI

HW

mSD
OpenSSH
OpenGL
(O

RAM
Rootfs
RTOS
Toolchain

SDK
SW
X11

Control Area Network.

A previous project developed a recamfple automotive
cluster application, called “CLUSTER_PI App” in shi
document for future references, based on ARM achite and
deployed on Raspberry Pl board.

Process whereby compilationdeedon a PC (host) with the
purpose to be executed on other system, callecttgtarget).
When cross-compilation is done, executables fotharsystem
are produced. This happens when the target doebhawat the
toolchain native compilation or when the host istéa and has
better resources (CPU, memory, etc.).

Linux distribution.
Direct Rendering Infrastructure.
OpenGL ES Native Platform Graphics Interface
Laptop in charge of executing kernel and iappbn cross-
compilation. It also is connected to the embedd&tfqym
through Ethernet for sharing information.
Graphical User Interface.
Inter-process Communication.
Human Machine Interface.
Hardware.
Micro SD.
Open Secure Shell.
Open Graphics Library.
Operative System.
Random Access Memory.

Root filesystem.

Real-Time Operating System
A set of tools for software developmaeaiten used in sequence
so that the output of one tool comprises the imgbdihe next.
Software Development Kit.

Software.
X Window System.
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1. INTRODUCTION

Abstract: This chapter briefly presents the background & tibject of study, problem
definition and justification.
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1.1. Background

Digital instrumentation is trend in different indual fields such as aeronautics and
automotive. A digital cluster offers great flexibil and a reach set of visualization
schemes. Visual effects such as 2D and 3D grapiec$eatures to be included in the new
models of automobile industry. The digital instrurtseallow flexibility in the instrument
visualization, and a kind of driver personalization

An embedded system for a reconfigurable automatiuster is a demanding application,
which has to offer a maximum of flexibility of vialization, functionality and reach
information content. The digital instrumentationoal different configuration for the
instrument panel depending on the situations aredmeeds. There are some intermediate
commercial solutions in the market, for example §bld [2]. However it requires fast
initialization and response, thus a high perforneaembedded system must be considered
for this application.

The embedded system proposed in this work is basethe Intel Minnowboard Max,
which is intended to be used as the hardware phatio reconfigurable cluster application.
Since CLUSTER_PI application is going to be migdateom a different architecture, a
new Kernel needs to be compiled. It shall be camégd according to the requirements of
the target the application.

In this project, Kernel will be built with just theequired modules, libraries and
configurations. The Kernel can be configured thiowgveral tools, such as Buildroot,
Yocto, or OpenWRT, among others. This tools singpihd automate some the process of
building a complete Linux system for an embeddestesy, using cross-compilation [3],
[4], [5]. In this project, the Buildroot toolchails chosen since it offers an easy to use
structure and a lot of documentation. Additionallye target application CLUSTER_PI
was developed based on it.

1.2. Justification

The digital instrumentation is a trend in severalds of the industry. A digital cluster offer

a great flexibility in the presentation of the infwation in production lines, control panels,
airplanes and cars. Since most of the visual effaod flexibility is based on embedded
software, it is easy to develop one time and t@Enm many times as needed. It simplifies

15



the development and deploy processes. Additionb#gjc functionality could be delivered
at a first stage and further developments, updatdsug fixings are possible.

1.3. Problem

Several instrument clusters types have been dese@lopdifferent industry fields. In this
work, an automotive digital cluster is implement@d. x86_64 development board is used
as hardware platform and a Linux distro as softveangporting the development. The QT
framework is implemented as visualization framework

1.4.  Objectives

1.4.1.General Objective:

To develop a digital automotive cluster based orx&d 64 hardware platform and an
embedded Linux software platform.

1.4.2.Specific Objectives:

1. To develop a digital automotive cluster that représ basic instruments such as
odometer, velocimetry, temperature, and battergl/@among others.

2. To use the Intel Minnowboard Max development baedhe hardware platform

To use an embedded Linux distro as software platfor

4. To use the QT cross development platform for thaplgical representation of the
cluster instruments.

w
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2. STATE OF THE ART

Abstract: This chapter briefly reviews some works that alevant in the development of
this project

17



2.1. Mentor Graphics Digital Instrument Cluster

Mentor Graphics has developed a flexible interntedsolution for the construction of
digital instrumentation cluster, allowing a reacid dlexible set of tools for the presentation
of graphical instruments. The solution allows mgieritical instruments with non-critical
information in a smooth fashion.

The solution of Mentor Graphics provides a richae@tiMI 3D and 2D graphics, based on
embedded Linux and proprietary RTOS. It is compativith the QT framework,
Socionext CGI Studio, and Altia, with a high penfance graphics up to 120 fps. The
Figure 1 shows a layout of the Mentor Graphicstrinsent cluster [15].

. - P

Figure 1. The Mentor Graphics’ Automotive Instrurm@tuster [15].

2.2.  Librow Automotive Digital Instrument Cluster

Librow offers development and production of digitattruments cluster for automotive
applications. The company also provides a reengimgevirtualization, development and

manufacturing of existing mechanical and electrdmeaccal clusters, including all the

graphical design, hardware customization and endmbddftware development.

The solution provided by Librow includes 2D and 8faphics, user interface, RTOS and
low level drivers. The Figure 2 depicts a layouttlod Librow’s digital instrument cluster

[16].

18



Figure 2 The Litrow’s Digital Instrument Cluster [16].

2.3.  NVidia Digital Instrument Clust

NVidia addresses the high demanding cluster desfigrew car instruments by its NVIDI
DRIV CX solution portfolio. It is an embedded satut empowering high demanding
featuredor instrument visualization and advanced infotaémincluster, speech recogniti
and image processing capabilit

The NVIDIA Drive PX 2 is a single processor solutioleal for image processing, real til
applications and speech recognition, among rs. The architecture of the NVIDI
solutions includes a pipe line for neural networkgessing. The Figure 3 shows a layou
the Drive PX 2 solution [17].

Figure 3 NVIDIA Drive PX 2 and Digital Navigation SysterT]
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2.4. Dakota Digital Gauge Cluster

Dakota Digital offers a series of digital gaugestéur for almost every requirement in the
industry. The company provides complete clustesiadividual instruments in different
shapes, such as round traditional instruments aothmgular shaped instruments. The
Figure 4 shows the layout of the Universal 5 Gadast€r and the Round Digital
Instrument VFD3 [18].

U J
012345678

Figure 4. Dakota Digital Dash Universal Desi\gﬁ'[rﬁl/S]

20



3. CONCEPTUAL FRAMEWORK

Abstract: Theoretical and conceptual framework are descrilvethis chapter. Buildroot,
the tool used to build the embedded system is ibeschere as well as most important
packages required to deploy CLUSTER_PI App.

21



3.1. Introduction

In this chapter theoretical and conceptual fram&wisr provided, Buildroot and most
important packages are described in Section 3.8dot is a tool able to provide the
bootloader (Section 383ror! Reference source not found.), the kernel image (Section
3.4), the root filesystem (Section 3.5) as welltses cross-compilation toolchain (Section
3.6) for the embedded system. Also, CLUSTER_PI Agkes use of shared memory and
it needs to be supported in the kernel (Sectioh 3.3

3.2. Buildroot

Buildroot is tool that automates the process toegaie embedded Linux systems through
cross-compilation. It is able to generate bootlogklernel image, root filesystem and cross-
compilation toolchain. Also, it provides a configtion environment similar to kernel
menuconfig, xconfig or gconfig and support seveatkages like QT5, X.org, OpenGL,
among others [3].

The basic commands that allow to generate kernag@niitting the user needs with all the
features and packages selected are: make menuoanfifig|gconfig|xconfig and make

3].

3.2.1.0T

QT is a cross-platform application framework usesinty for developing application SW
with GUI, it works on several platforms like X11dhEGLFS (Linux) [6].

QT5.4.1 was used in CLUSTER_PI App, so this or @Tyversion onwards will work. In
this project QT5.6.0 is used with EGLFS (EGL Fut&:n) support.

3.2.1.X Window System (X11)

X11 is a graphical windowing system based on aattBerver model. It provides the basic
framework for building GUI environments [7].

3.2.2.Mesa3D

Mesa3D is a graphics library that provides an opaurce implementation of OpenGL to
render graphics in several platforms. It provides Direct Rendering Infrastructure (DRI),
which is a framework that allows direct accessrapgics hardware under the X Window
System in a safe and efficient manner. [8][9].

22



3.2.3.0penSSH

OpenSSH is a connectivity tool for remote loginhwihe SSH protocol. It is a suite of
programs that can be used for remote operationgendcanagement [10].

3.3. Bootloader

Bootloader or boot manager is a simple programgadesi to prepare what is needed to let
the operative system work, i.e. it is in chargeplaice OS into memory. It resides on the
master boot record (MBR) and it is called afteribasput-output system (BIOS) performs
some test after a computer is powered-up or rest§itl].

3.4. Kernel Image

It is a compressed kernel file stored in /boot ipart. In this project, bzimage (zimage
compressed to the max) is the kernel binary foselcted in buildroot.

3.5. Root Filesystem

It is the filesystem contained in the same panitim which the root directory (/) is located;
all other file systems are mounted below it as gpgtem boots up. Main subdirectories
under root filesystem are [12]:

/bin: Commands needed during bootup that might be ugetbimal users (probably after
bootup).

/sbin: Like /bin, but the commands are not intended fomral users, although they may
use them if necessary and allowed. /sbin is noallysin the default path of normal users,
but will be in root's default path.

/etc: Configuration files specific to the machine.

/root: The home directory for user root. This is usualty accessible to other users on the
system.

/lib: Shared libraries needed by the programs on thditesystem.

/lib/modules: Loadable kernel modules, especially those thahaegeled to boot the system
when recovering from disasters (e.g., network @edyfstem drivers).
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/dev: Device files. These are special files that help tiser interface with the various
devices on the system.

/tmp: Temporary files. Programs running often store teragy files in here.

/boot: Files used by the bootstrap loader, e.g., LILOG&RUB. Kernel images are often
kept here instead of in the root directory.

/mnt: Mount point for temporary mounts by the system imistrator. Programs aren't
supposed to mount on /mnt automatically. /mnt mightlivided into subdirectories.

/proc, lusr, /var, /home: Mount points for the other filesystems.

3.6. Toolchain

A toolchain is a set of development tools linkegeiher used to build embedded software.
It may consist of a compiler, linker, libraries addbugger. In embedded development,
using a cross toolchain (cross compiler) is verymemn; host machine (e.g. x86_64)
produces binary code for the target (e.g. ARM) [13]

3.7. Inter-process Communication (IPC)

IPC allows the processes to communicate with e#toér othis is done by means of kernel.
It is requested tallocate the space which can be used to commenitveen processes,
which can open, and read/write the file or variabl€here are several IPC mechanisms,
below are described the ones used in CLUSTER_PI[A®p

» Shared memory: Memory segment where values canxdieerged, a segment can
be created by one process, and subsequently wiittesnd read from by any
number of processes. The information addressedhddydlling process is mapped
directly from a memory segment (Figure 1).
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Process B

Process A

Figure 1. The shared memory segment is mappeddoe®s A and Process B [15]

Semaphores: When write access is allowed for ntaae bne process, an outside
mechanism such as a semaphore can be used to tpregensistencies and
collisions (critical regions), so areas of criticade can only be executed by one
process at a time.
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4. METHODOLOGICAL
DEVELOPMENT

Abstract: This chapter presents in detail the methodologidavelopment that includes
steps and process to follow in order to configure iKernel to run the CLUSTER_PI App.
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4.1. Introduction

In this chapter a methodological development isvigied with the purpose of guide the
user with knowledge and experience in embedde@msgstto follow the steps that allow to
configure the kernel in order to deploy CLUSTER Aplp in Minnowboard Max board.
Most of this chapter is provided as recipe instond.

Buildroot is used to achieve this objective; it yad®es a simple structure that allows the
user to configure which packages are going to bé buthe kernel. Also, the most
important packages are mentioned with their respgedependencies.

This chapter is organized in subsections, stamiity system attributes description, then
requirements needed to run CLUSTER_PI App in x86Gai@hitecture and finally detailed
steps to configure and cross-compile the kernetjesven.

4.2.  System Attributes

The following requirements need to be fulfilled iother to successfully deploy
CLUSTER_PI App in x86_64 architecture.

4.2.1.Hardware Attributes

MinnowBoard Max is powered by Intel Atom Bay-Tr&lE3825 dual core processor with
2GB RAM, SATA I, USB 3.0/2.0, Gigabit Ethernet p®r etc. It supports operating
systems like Debian GNU, Ubuntu, Fedora, Linux MiAhdroid 4.4 (Kitkat) and 5.0
(Lollipop), Microsoft Windows 8.1 and 10, see [E6]d [17].
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Table 1. MinnowBoard Max technical features

Category Feature
64-bit Intel®@Atom™ Bay-Trail-l E3825 (dual-core, 3B
GHz) processor
Integrated Intel HD Graphics with Open Source haeha/
accelerated drivers for Linux OS
DDR3 RAM System Memory
Memory | 2 GB
8 MB SPI Flash System Firmware Memory
Intel HD Graphics (1920x1080 max resolution)
HDMI 1.4a (micro HDMI connector)
Digital via HDMI
Analog available separately via MinnowBoard MAX Eur
Micro SD SDIO
SATA2 3Gb/sec
/0 | USB 3.0/2.0
Serial debug via FTDI cable
10/100/1000 Ethernet, RJ45 connector
8 x Buffered GPIO pins (2 pins support PWM)
Experimenter | 12C & SPI bus
Features | 2 x 16550 HS UARTS, one with CTS/RTS
System Firmware Flash Programming Header
Board Dimensions | 99 x 74mm (2.9 x 3.9in)
Temperature | 4 _ 4q deg C
Range
Power | 5V DC (min 2.5 A)
Debian, Ubuntu, Fedora, Linux Mint
OS (supported) | Yocto Project Compatible, Android 4.4 and 5.0 Siyste
Microsoft Windows 8.1 and 10

CorelLogic

Video

Audio

System Boot

. UEFI Firmware
Firmware

The Figure 2 shows a conceptual diagram of thewenel of the main processor in the
MinnowBoard MAX development board.
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DDR3 :1066/1.35V _pagel2/13
mory CHO
DDR3L memory down x16
Bay Trail-l =
pages 3-11 L
DpI0
uHEDMI
pagels
uSD CARD CAGE @20 o]
pageld ARt
SATA LAN
6 PCIe X1
page RTL8111GS RIAS
pagel8
DEDI-PROG NORM
HEADER _,0.20 OPEN MUX
LOW SPEED SERIAL I/O Ppage20 COMMON SPI ROM
SIO_SPI BUS, GPIO I2C BUS, page20
UART2 (TXD/RXD) LSS SOC SPI NORM
UART1 (TXD/RXD/CTSB/RTSB, CLOSED ,gu20
I28 BUS, PWM(1:0), ExP
ILB_8254_GPIO (SPEAKER)

EXPANSION I/O pagel?
mPCIE, SATA,
EXP_I2C BUS,
EXP_GPIO(3:0) BUS,
JTAG_HDR

Figure 2. MinnowBoard Max block diagram

CLUSTER_PI App is shown through a LCD TFT 10.1"piy connected through HDMI
to MinnowBoard Max. The Figure 3 shows a concepdigdram.

MinnowBoard
Max

uHDMI to HDMI connector Display

Figure 3. Display Panel connected to MinnowBoarckMa

The Figure 4 shows the Minnowboard MAX developmapdrd and its principal pins and
connectors.
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Figure4. MinnowBoard Max board layout [16]

By the other haah, the host has the following technical feat([18]:

Table2. Host main technical features

!
[d1amoT) £ 35 'ﬁ'.,--""x‘

(Jaddr) z asn

Category Feature
Processor | 64-bit Intel® Core™ i73630QM CPU @ 2.40G}

RAM | DDR3 1600 MHz SDRAM, 8.00 C

Video | NVIDIA® GeForce® GT 635M with 2GB DDR3 VRAI
802.11 b/g/n, 10/100/1000 Ethernet, RJ45 conn

/0 | USB 3.(
SD card read:
0S (supported) \lj\zggg\t/\ljs [1)(ebian, Ubuntu, Fedora, Linux Mint,
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4.2.2.Linux Distro and Kernel Version

The following Linux has been used in the developnaéhis project:
» Distro installed in host is Kubuntu 14.04 LTS 64hbitith kernel version 4.6.0.
» Distro installed in target is Buildroot x86_64 GNliifux with kernel version 4.4.0.

4.3. CLUSTER_PI App Requirements

Previously, CLUSTER_PI App, a reconfigurable auttiwecluster application based on
ARM architecture was deployed on Raspberry Pl hodftis project migrates
CLUSTER_PI App to x86_64 architecture allowing abdlity to computer systems, major
graphic performance and future support for othéoraotive applications.

CLUSTER_PI App consists of two applications comncated by means of shared
memory. The main application, “Dashboard”, is a GikHich displays the instrument

cluster (Figure 5), several warnings caused by ajmem, seat belt, unlocked car, etc. can
be shown to the user. Packages like X window syst@mand mesa3d and are used for
graphic rendering. Also OpenSSH is needed to teansformation between target and
host.

The second application, “tsw” (Figure 6), consi$tHMI test client which handles an
option menu which allow the user to activate/de@atéi warnings available on Dashboard,
it also allows to increase/decreases de speedometepther elements in the instrument
cluster. In order to allow shared memory betweenttvo applications, kernel shall support
Inter-process Communication (IPC).
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A Dashboard <3> S

A Dashboard <3> A Dashboard

Figure 5 Dashboard with initial values and warnings adge

k) MOTOR TEMPERATURE WARNI 2

Select option to change:l

[5] shell | Shall No. 2

E (root) 192.168.10.100 - KDE Terminal Emulator

Figure6. TSW application (HMI test client)
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4.4.  Buildroot Configuration (Hos

The objective of this project is to provide an SDK amdot filesystem for thi
MinnowBoard Max that is lightweight and takes fatlvantage of the hardware availal
The resulting image produced is small Linux disttibn known as Cluster_Me

The Cluster_Mx SDK provides a GCC 4.9.x toolchain for buildir@6_64 binaries il
ELF format, as well as bootloader, kernel imageifsp and development sysroot for
MinnowBoard Max.

4.4.1.Getting and building the Cluster_Max S

First of all enter into your directoiof interest:
$ cd /home/nana/Thesis_E:!

Create Cluster_Max directo
$ mkdir Cluster_Max

In this project Buildroo2016.08.1 release was used, its repository canldmeed inside
Cluster_Max directory by executing the followingmwmand into the Linuxhell:
$ git clone git://git.buildroot.net/buildroot ./Clest Max.

A

Shell =
* 0w

7 Thesis_ESE : bash - KDE Terminal Emulator

Figure 7. Cloning Buildroot



4.4.2.Adding dlt-daemon package to Buildroot

Dlt-Daemon needs to be added because it is notudedl by default in the Buildroot
packages and is requires to compile Cluster_Pi Argh,enter into the following directory:
$ cd /home/nana/Thesis_ESE/Cluster Max/package/

Then add a new folder and call it “dlt-daemon”:
$ mkdir dit-daemon
$ cd dlt-daemon

Create two files: “Config.in” and “dlt-daemon.mkFirst one contains help about the
package that is going to show through Buildrootfigumation options; second one contains
dit-daemon version and URL to be downloaded:

$ nano Config.in

A copy the following information inside the nandted and saving it is required:
config BR2_PACKAGE_DLT_DAEMON
bool "dlt-daemon”
help
DLT_DAEMON receives log messages from DLT ugpli@ations and temporary
storage of log messages if DLT Client isn't avdéall ransmit log messages to DLT Client
and response to control messages.

DLT is a reusable open source software compofwergtandardized logging and
tracing in infotainment ECUs based on the AUTOSARtandard.

http://projects.genivi.org/diagnostic-log-trad@¢umentation

$ nano dlt-daemon.mk

Copy the following information inside it:

HHBHHHH A AR R AR R AR AR R H
#

# dlt-daemon

#

S s s e e s e S

DLT_DAEMON_VERSION =v2.13.0
DLT_DAEMON_SITE = http://git.projects.genivi.orgtdlaemon.git
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DLT_DAEMON_SITE_METHOD = ¢
DLT_DAEMON_INSTALL_STAGING =Y
DLT_DAEMON INSTALL_TARGET = YE

$(eval $(cmake-package))

Add dlt-daemon package inside “Config.in” file locatec
$ nano /home/nana/Thesis_ESE/Cluster_Max/packagéfda

Copy the following information inside menu "Debuggj profiling and benchmarl
source "package/ditaemon/Config.ir

=3

H

H

)

2

¥

o

e [ Y

]| shell|
dlt-daemon : bash - KDE Terminal Emulator

Figure8. Adding dIt-daemon to Buildroot

4.4.3.Generating Makefil

Create the directory where you want your SDK tdbit and export its pat
$ cd /home/nana/Thesis_E!

$ mkdir Cluster_Max_Build

$ export Cluster_Max_DIR=/home/nana/Thesis_ESE/Ctustax_Builc

Enter into Cluster_Max directory and generate a &fitk with Minnowboard Max defau

configuration for SDK:
$ cd /home/nana/Thesis_ESE/Cluster |
$ make minnowboard_max_defconfig O=$Clu_Max_DIR



Max : bash - KDE Terminal Emulator

Figure 9 MinnowBoard Max default configurati

4.4.4.Running Makefil¢

Change to your SDK directory and start Buildroatfaguration
$ cd $Cluster_Max_DIR
$ make xconfig

Note that some configurations are already selectby default, since
minnowboard_max_defconfig was chosen to createnitial “.config” file. It contains all
the necessary information that is going to be ctedpivhen “make” command is execut
In the following subsections most relevant packagekconigurations are describe

4.4.4.1. Target option

- BR2_x86_64

x86-64 is an extension of the x86 instruction set (In886 architecture compatib
MIiCroprocessor).

- BR2_BINFMT_ELF

ELF (Executable and Linkable Format) is a formatlitararies and executablused across
different architectures and operating syst

- BR2_x86_atom: Atom is selected as the architectariant
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A
File Edit Option Help

Buildroot 2016.1 E?it-ﬂod_n 6-g78af81d-dirty Configuration

K ' §
o @l | Il E
Option Option
' ISUpErH
v-Build options —(ISPARC
|—Commands CI5PARCE4
Mirrors and Download locations ®x86_64
Advanced Oxtgnsa
Toolchain v-Target Binary Format
v-System configuration ®ELF ) .
Run a getty (login prompt) after boot v-Target Architecture Variant
Kernel Cnocona
v-Target packages = corelz
v Audio and video applications OCOFE!?
|—Oalsa-utils CicoreiT-avx
OFffmpeg Ccore-avi
|—Compressors and decompressors [~ @atom
|~ Debugging, profiling and benchmark Qopteron

Development tools
—Filesystem and flash utilities

\—Fonts, cursors, icons, sounds and themes

|—Games

Graphic libraries and applications {graphic/text)

<

Hardware handling
Firmware
Ogpsd
Interpreter languages and scripting
v-Libraries
v—AudiofSound
Oalsa-lib

Fammnrarcion and docomaraccion

4.4.4.2. Build Option:

- BR2_STRIP_strip

Binaries and libraries in the target fiystem will be stripped using the normal 'st
command. This allows to save space, mainly by rengosebugging symbol:

- BR2_OPTIMIZE_S
Optimize for size.
- BR2_SHARED_LIBS

Build and use only shared libraries. This is theoremended solution as itves space and

builds time.

| Target Architecture

Select the target architecture Family to build for.

Prompt: Target Architecture
Location:

' ->Target options

Defined at arch/Config.in:21

| Selected by: m

Figure 10. Target configuration
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A Buitdroot2016‘11-git—ﬂodnﬁ-qf}ﬂafmd-dirtyCanﬁguration R M C.9
File Edit Option Help

el | Il E
Option ¢ |~ |Option -
Target options v—strip command for binaries on target
¥ @strip
C‘?m mands . | Cinone
Mirrors and Download locations executables that should not be stripped: B
Advgnced directories that should be skipped when stripping:
Toolchain v—gee optimization level
v-System configuration O optimization level 0
Run a getty (login prompt) after boot |0 optimization level 1
Kernel i Croptimization level 2
v-Target package§ . O optimization level 3
v-Audio andwnlieo applications | Croptimize For debugging
Oalsa-utils i @ optimize for size
Offmpeg Stack Smashing Protection needs a toolchain w/ SSP
Compressors and decompressors v bhiatios | |
Debugging, profiling and benchmark Oyskatic anly
Development tools |- @shared anly A
Filesystem and flash utilities hokh skakic and chacad D
Fonts, cursors, icons, sounds and themes = | | _>
Games - e 2 - |
s hic UBrHes andapplRatEns [Graphic/eex) Location to save buildroot config (BR2_DEFCONFIG)
v-Hardware handling BR2_DEFCONFIG: F
Firmware ) -
Clgpsd ‘When running 'make savedefconfig', the defconfig File will be

e “ | saved in this location. s
| Interpreter lqng_ua_ges ar_lds_crlptln_g ~ ~

Figure 11. Build configuration
4.4.4.3. Toolchair

- BR2_TOOLCHAIN_BUILDROO1

Buildroot toolchain is selecte

- BR2_KERNEL_HEADERS_AS KERNE

Kernel headers are the same version as the kezimgj built

- BR2_PACKAGE_HOST_LINUX_HEADERS CUSTOM 4

Custom kernel header series.

- BR2_TOOLCHAIN_BUILDROOT_GLIBC

This option selects glibc as the C library for thes:-compilation toolchain.
-BR2_GLIBC_VERSION_2_ 2

Glibc version 2.23

- BR2_BINUTILS_VERSION_2 26

The GNU Binutils (v2.26.1) are a collection of hipdools. The main ones arld - the
GNU linker, andas - the GNU assemble

-BR2_GCC_VERSION 4 9

GCC compiler version 4.9.X

- BR2_TOOLCHAIN_BUILDROOT_CX>

This option is enabled in order to have C-anguage support in the toolchain, also (
libraries are going to be installed on your tagyedtem
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A Buildroot 2016.11 -git—(}[)d{]ﬁ-g?sﬁw d-dirty Configuration
File Edit Option Help

e §
o @mE | I E
Option ‘| |Option |
Target options | CucClibe-ng
v~ Build options @ glibc
Commands Cmusl |
Mirrors and Download locations v—glibc version (NEW)
Advanced | 02,22 (NEW)
: : @®2.23 (NEW)
v-System configuration 32,24 (NEW)
Run a getty (login prompt) after boot | Binutils Options |
Kernel v~ Binutils Version ‘
v-Target packages Crbinutils 2.25.1
v-Audio and video applications @ binutils 2.26.1
Oalsa-utils i O binutils 2.27
Offmpeg Additional binutils options:
Ompd (NEW) GCC Options
Compressors and decompressors v-GCC compiler Version
Debugging, profiling and benchmark Cigec 4.8.x
Development tools @gcc4.9.x
Filesystemn and Flash utilities Ogcc 5.x
. ~
Fonts, cursors, icons, sounds and themes Cigec b.x | v
Games <[ =3
v—Graphic libraries and applications (graphic/text) L o
Cimesz3d (NEW) Enable C++ support (BRZ_TOOLCHAIN_BUILDROOT_CXX) D
CIQE (NEW) . | BR2_TOOLCHAIN_BUILDROOT_CXX: i
| QS (NEW) v v

Figureiz. .Too.lchain .con-figurétion”
4.4.4.4. System Configuratic

- BR2_ROOTFS_SKELETON_DEFAUL

Use default target skeleton.

- BR2_TARGET_GENERIC_HOSTNAME [=Cluster_Ma
System hostname to be stored in /etc/hostr

- BR2_TARGET_GENERIC_ISSUE [=Welcome to Cluster_N
System banner (/etc/issue) to be displayed at |

- BR2_TARGET_GENERIC_PASSWD_MI

Use MD5 to encode passwol

- BR2_INIT_BUSYBOX

Busybox is used to init syste
-BR2_ROOTFS_DEVICE_CREATION_DYNAMIC_DEVTMPF
/dev management dynamic using devtmpfs
-BR2_TARGET_ENABLE_ROOT_LOGI

Allow root to log in with a passwor
-BR2_SYSTEM_BIN_SH_BAS|

/bin/sh bash (Bourne agashell) is selected as command proce

Depends onBR2_PACKAGE_BUSYBOX_SHOW_OTHERS (Secti4.4.4.¢).

- BR2_TARGET GENERIC_REMOUNT ROOTFS_F
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The root filesystenis typically mounted re¢only at boot. By default, Buildroot remout
it in readwrite mode early during the boot proci

- BR2_ENABLE_LOCALE_PURGI

Explicitly specify what locales to install on tat

K w Buildroot 2016.1 I'git—ﬂmuﬁbg?ﬂa?‘mdwdirty Configuration ORI
file Edit Option Help
o @@l |l E
Option ~ |option &
Target aptions v-Root FS skeleton
- Build options ®default target skeleton
Commands Ocustom target skeleton
Mirrors and Download locations System hostname: Cluster Max
Advanced System banner: Welcome to Cluster_Max
Toolchain v-Passwords encoding
v @mds
&Run a getty (login prompt) after boot Osha256
v Target packages - Init system (NEW)
- Audio and video applications ®BusyBox
Dalsa-utils OsystemV
Offmpeg Qsystemd (NEW)
Ompd (NEW) ONone
Compressors and decompressors v~ /dev management
Debugging, profiling and benchmark L] OsStatic using device table
Development tools ®Dynamic using devtmpfs only
Filesystem and Flash utilities O Dynamic using devtmpfs + mdev
Fonts, cursors, icons, sounds and themes (O Dynamic using devtmpfs + eudev
Games Path to the permission tables: system/device_table.txt
v-Graphic libraries and applications (graphic/text) Osupport extended attributes in device tables
Clmesa3d (NEW) [ClUse symlinks to fusr For /bin, /sbin and Aib L
Tt (NEw) v-BIEnable root login with password
CIQES (NEW) Root password:
[X.org X Window System (NEW) ¥~ [bin/sh
v-Hardware handling Orbusybox' default shell
Firmware @ bash
Ogpsd Odash
ol {open lighting architecture) (NEW) Ozh
Interpreter languages and scripting Cnone -
- Libraries -Hremount root filesystem read-write during boot v
v~ Audio/Sound = A
Dalsa-lib sha-512 (BRZ_TARGET_GENERIC_PASSWD_SHAS12) g
Compression i decdigfession ~ | BR2_TARGET_GENERIC_PASSWD_SHAS12: A
L. —Crypto. ™)

Figurel3. System configuration

-BR2_TARGET_GENERIC_GETTY_PORT [=tty

ttyl is specified as port to run a getty

- BR2_TARGET_GENERIC_GETTY_BAUDRATE_KEE
Keep kernel default baud re
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A Buildroat2016‘1Bgit-00406-g?83f81d-dirty(nnfiguration MY e S
File Edit Option Help
i e §
Option ~ |option ]
—Target options ..
v-Build options §
|—Commands v-Baudrate
—Mirrors and Download locations @ keep kernel default
Advanced (29600
Toolchain 15200
v-System configuration = 138400
—= Q157600
—Kernel 2115200

v-Target packages
v-Audio and video applications
|~Dalsa-utils
—Offmpeg
Ompd (NEW)
—Compressors and decompressors
—Debugaging, profiling and benchms
—Development tools
|—Filesystem and Flash utilities
— Fonts, cursors, icons, sounds and &

—TERM environment variable: vt100
other options to pass to getty:

TTY port (BR2_TARGET_GENERIC_GETTY_PORT)
BR2_TARGET_GENERIC_GETTY_PORT:

Specify a port to run a getty on.

| symbol: BRZ_TARGET_GEMNERIC_GETTY_PORT [=tty1]
| Type : string

|—Games | Eron'épt:'r'l'\" port

| R — ocation:

v—Graphic libraries and applications ({11 Systam configoratian

Omesa3d (NEW) . | ->Run a getty (login prompt) after boot (BR2_TARGET_GENERIC_GETTY [=v])
—O0t (NEW) |« | Defined at system/Config.in:305
i' e Y Depends on: BR2 ROOTFS_SKELETON DEFAULT [=y] &5 BR2 TARGET GENERIC GETTY [=v]
ot ]
Figurel4. TTY port configuration
4.445. Kernel

- BR2_LINUX_KERNEL_CLSTOM_VERSION

This option allows to use a specific official vensifrom kernel.or¢
- BR2_LINUX_KERNEL_CUSTOM_VERSION_VALUE [=4.6.:
Kernel version used is 4.6.1.

- BR2_LINUX_KERNEL_USE_CUSTOM_CONFI

Using a custom (def) config fil

- BR2_LINUX_KERNEL_CUSTOM_CONFIG_FILE

4.6.config]

Path to the kernel configuration fi

- BR2_LINUX_KERNEL_BZIMAGE
Kernel binary format is bzimag

- BR2_LINUX_KERNEL_GZIF

gzip kernel compression form

)2

>

[=board/minnowhard/linus-
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v~ Build options v-Kernel version
—Commands —CrLatest version (4.7.5)
Mirrors and Download locations |—@® Custom version
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Toolchain \— O Custom Git repository
v-System configuration b {21 Custom Mercurial repository
Run a getty (login prompt) afte '~ Custom Subversion repository
Kernel version: 4.6.1
v-Target packages -Custom kernel patches:
v—Audio and video applications ~-Kernel configuration
|-Oalsa-utils |- Using an in-tree defconfig File M
OFffmpeg C1Use the architecture default configuration
Ompd {NEW) ® Using a custom [def)config file
|—Compressors and decompressors Configuration file path: board/minnowboard/linux-4.6.config
Debugging, profiling and benchma Additional configuration fragment files:
—Development tools ~—Kernel binary format
|—Filesystem and flash utilities — @bzlmage =
|—Fonts, cursors, icons, sounds and —Cvmlinux :,
Games | — B>
v—Graphic libraries and applications | : z T
Omesa3d (NEW) = Build a Device Tree Blob (DTB) (BRZ_LINUX_KERMNEL_DTS_SUPPORT) D
[~ 01Qt (NEW) v | BR2_LINUX_KERNEL_DTS_SUPPORT: ~
< <> M

Figure 15. Kernel configuration

4.4.4.6. Target Packag

- BR2_PACKAGE_BUSYBOX_SHOW_OTHEF

Show packages in menuconfig that are also provigdalisybox

Development tools

- BR2_PACKAGE_BINUTILS

Install binutils on the target (this includes zl

Hardware handling

- BR2_PACKAGE_DBUS
The DBus message bus syst:

Text and terminal handling

- BR2_PACKAGE_NANO

A nice ncursedased editor. Started out as a clone of pico. Gigdr for new user

BR2_PACKAGE_NANO_TINY
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Disable all features for the sakesize.
Debugging, profiling and benchme

- BR2_PACKAGE_DLT_DAEMONM

DLT_DAEMON receives log messages from DLT user magpions and temporary stora
of log messages if DLT Client isn't available. Tsamt log messages to DLT Client a
response to controhessages. This package was added to Buildrootpaimed in Sectiol
4.4.2.

G Buildroot 2016.11-git-00406-g78af81d-dirty Configuration 3 s,
File Edit Option Help
i ' §
W E | I E
Option 2 |option o
v-Audio and video applications M.
Oalsa-utils —[Oblktrace
—Offmpeg | | —Obonnie++ (NEW)
Okedi (NEW) —Ocache-calibrator
O mpd (NEW) Odhrystone

\—Compressors and decompressors

@ (Eldit-daemon

| Ddmalioc

Development tools —Odropwatch (NEW)
Filesystem and Flash utilities [Cdstat (NEW)
\—Fonts, cursors, icons, sounds and £ ] | —Odt
—Games —[Oduma (NEW)
w—Graphic libraries and applications {| | —OFfio
mesa3d Ogdb (NEW) \
QL (NEW) Cgoogle-breakpad (NEW) »
— QLS <[ ) [

[OX.org X Window System (NE
v-Hardware handling
Firmware BR2_PACKAGE_DLT_DAEMON:
—Ogpsd
Oola {open lighting architectu
—Interpreter languages and scriptin

v Libraries = | DLT is a reusable open source software component for standardized logging and tracing in infotainment ECUs
v-Audiofsound < based on the AUTOSAR 4.0 standard.

5 I <> | http://projects.aenivi.ora/diaanostic-log-trace/documentation
Figurel6. dit-daemon package selection

| dit-daemon (BR2_PACKAGE_DLT_DAEMON)

DLT_DAEMON receives log messages from DLT user applications and temporary storage of log messages if DLT
Client isn't available. Transmit log messages to DLT Client and response to control messages.

dhiEm—— ]

Graphic librariesand applications (graphic/te»

- BR2_PACKAGE_MESA3I

Mesa 3D, an opeseurce implementation of the OpenGL specifica

- BR2_PACKAGE_MESA3D_GALLIUM_DRIVER_SWRAS

This is a software opengl implementation using@adium3D infrastructur:

- BR2_PACKAGE MESA3D_OPENGL_EG

Use the Khronos EGL APIs. EGL is a window manageidpenGL applications similar
GLX, for X, and WGL, for Window:

- BR2_PACKAGE_MESA3D_OPENGL_E
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Use the Khronos OpenGL ES APIs. This is commonkldusn embedded systems ¢
represents subset of the OpenGL A

s Buildroot 2016.11-git-00406-g78af81d-dirty Configuration &g &

File Edit Option Help

i ' §

W E | I E

| Option 2 |option o
v-audio and video applications b

O Gallium nouveau driver (NEW) B

lsa-util:
L At —OGallium Radeon R600 driver (NEW)

—Offmpeg =
Okedi (NEW)
O mpd (NEW)

\—Compressors and decompressors
Debugging, profiling and benchms
Development tools
Filesystem and Flash utilities

\—Fonts, cursors, icons, sounds and t [

Games

Graphic libraries and applications i

CIQE (NEW)
I Qs
[OX.org X Window System (NE
v-Hardware handling
Firmware

DRI drivers
[CIDRI swrast driver (NEW)
[CIDRIi915 driver (NEW)
CIDRIi965 driver (NEW)
—ODRI nouveau driver (NEW)
CIDRI radeon driver (NEW)
Vulkan drivers
intel vulkan depends on X.org and needs a glibc toolchain w/ headers >=3.18
|—Off-screen Rendering
[JOSMesa library (NEW)
Additional API Support
OpenGL EGL
| Digpsd OpenGL ES

Oola {open lighting architectu L - - <>
|~ Interpreter languages and scriptin Gallium swrast driver (BR2_PACKAGE_MESA3D_GALLIUM_DRIVER_SWRAST)

£-

<

v Libraries Y p

v Audio/sound =2 BRZ_PACKAGE_MESA3D_GALLIUM_DRIVER_SWRAST:

5| 4> This is a software openal implementation usina the Callium3D v
Figurel7. Mesa3D configuration

- BR2_PACKAGE_QT5

This option enables the Qt5 framework. -options allow to select which modules sho
be built.

- BR2_PACKAGE_QT5BAS

Qt is a crosglatform appliation and Ul framework for developers using C++is
package corresponds to the qtSbase module, whiataios the base Qt libraries: QtCc
QtNetwork, QtGui, QtWidgets, e

- BR2_PACKAGE_QT5BASE_LICENSE_APPROVE

Select this if you approve one of tavailable free licenses for the Qt5 library. By iy
this you will not be asked while the library is cpited.

- BR2_PACKAGE_QT5BASE_SQLITE_NON

Do not compile any kind of SQLite supp:

- BR2_PACKAGE_QT5BASE_OPENGL_E!

Use OpenGL ES 2.0 and later vens.

BR2_PACKAGE_QT5BASE_OPENGL_LII

This option enables the Qt50penGL library. Thisdiy includes OpenGL support clas:
provided to ease porting from Qt ¢

- BR2_PACKAGE_QT5BASE_EGLF
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Enable eglfs support.

- BR2_PACKAGE_QT5BASE_FONTCONFI(

This opticn enables Fontconfig and Freetype support usingstts¢em fontconfig an
freetype? libraries.

- BR2_PACKAGE_QT5BASE_GilI

This compiles and installs the p-in for GIF reading support.
-BR2_PACKAGE_QT5BASE_JPE!

This option enables JPEG support usin¢ system libjpeg library.
BR2_PACKAGE_QT5BASE_PN(

This option enables PNG support using the systepmg library
BR2_PACKAGE_QT5BASE_DBU:!

This option enables the Bus module

- BR2_PACKAGE_QT5DECLARATIVE

- BR2_PACKAGE_QT5DECLARATIVE_QUICH

A Buildroek 201€.11-git-00106-g78af8 1d-dirty Configuration © @& &
Fila= Edit Option Help
w =E | Il E
option ~ [optien : P
Run a getty (log n arompz) after 7-5QLite 3 cupport
Kernel ® Mo salite support
v-Target packages QL SQLile )
v—Audio and video applications _C'SfSlEm SQLice 1
Dalsa-utils v—qui module
OFffmpeg widgets modulz
LI kodi v-OpenGLsupport
Ompd v—0OpenGL AFI
Compressors and decompressors CrDesktop OpenGL
Debugging, profiling and benchma @0penGl FS 2.0+
Development tools opengl modu.e
Filesystem and fash utilities 5“““;‘;:“:9"(;‘T Srecth s enapled
Fonls, cursors, ivons, sounds and L irect™ backend if directb is enable
Games OX.wiy XCB suppuil
v—Graphic liararies and applications | [Heglfs support
mesald Default graphical platrorm:
Oge M fontconfig support
! [HCIF support
~ [[Xorg X Window System |4 JPEG support
X11RT Servers [H NG support
X11RT Lidraries
¥11R7 Applications CEnable ICU support
X11R7 Drivers OEnable Tslib support
X11RT Fonls '—‘GtSS'd_ .
%11R7 X protocols Dlulstanvesd .
%11R7 Utilities qtSconnectivity needs neard and/or bluez(5)_utils
X11R7 Ocher data v-[atSdeclarative
Cmatchbox quick module -
v—Hardware handling Flats : = J
Firmware DBus module [BR2_PACKACE_QTSBASZ_DBUS)
Dapd A | BR2_PACKAGE_QTSBASE_DBUS: H
Oola (open lighting architectur ., !
< | —— j7’3 | This option enables the D-Bus module. .

Figure 18. QT5 configuration

- BR2_PACKAGE_XTERM
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Xterm terminal emulator.
- BR2_PACKAGE_XORGT:

Support for X11R?7 libraries, servers, drivers, an@pplications in the targ

- BR2_PACKAGE_XSERVER_XORG_SERVE
X.0rg X server.

- BR2_PACKAGE_XAPP_TWN\
-BR2_PACKAGE_XAPP_XAUT}

X authority file utility.

- BR2_PACKAGE_XAPP_XCLOCI

Analog / digital clock for X.

- BR2_PACKAGE_XAPP_XHOS

Controls host and/or user access to a running ves
- BR2_PACKAGE_XAPP_XINI1

X Window System initializer.

- BR2_PACKAGE_XDRIVER_XF86_VIDEO _INTE

Intel video driver.

b G Buildroot 2016.11-git-00406-g78af81d-dirty Configuration ) iy
File [Edit Option Help
: ~u
W FE | E
| Option 2 | Option
v-Audio and video applications CIxf8-video-ark (NEW)
Oalsa-utils Oxf86-video-ast (NEW)
Offmpeg a8 OxFB6-video-ati (NEW)
Okodi (NEW) [ xfB6-video-cirrus (NEW)
CImpd (NEW) O xf86-video-dummy (NEW)
Compressors and decompressors Oxfe6-video-fbdev (NEW)

Debugging, profiling and benchma
Development tools
Filesystemn and Flash utilities
Fonts, cursors, icons, sounds and &
Games
v—Graphic libraries and applications ||
mesa3d
CIQE (NEW)
Qts -
v~ [« X.org X Window System

OxF86-video-Fbturbo (NEW)

[ xFB6-video-glint (NEW)

O xf86-video-i128 (NEW)

ufB6-video-intel

OxfB6-video-mache4 (NEW)

[ xfB6-video-mga (NEW)

O xf86-video-neomagic (NEW)

Oxf86-video-nouveau (NEW)
— CxFRAiden-nu (NEWA

3>

<2

X11R7 Servers
—X11R7 Libraries
X11RT Applications

X11R7 Fonts
|—X11R7 X protocols
X11R7 Utilities

< I Me>

<>

Figurel19. Mesa3D configuration

4.4.4.7. Networking Application

- BR2_PACKAGE_DHCP

DHCP relay agent from the ISC DHCP distribut
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- BR2_PACKAGE_DHCP_CLIEN

DHCP clientfrom the ISC DHCP distributio

- BR2_PACKAGE_OPENSS

A free version of the SSH protocol suite of netwodnnectivity tools. The standard 's:
'sshd’, 'scp’, and friends.

- BR2_PACKAGE_PORTMA|

The standard portmapper for Remote Procedure RRIC] serices.

[ Buildroot 2016.11-git-00406-g78af81d-dirty Configuration @ o &
File Edit Option Help
: ~
o @FE | I E
Option ~ |Option =
Otherl Oopenntpd
Security Oopenobex
Text:and bermmisal handing Eopenssh_________________|
M’?“ Oopenswan
v-Miscellaneous DClopenvpn
Ocollectd Clp910nd
i . Ophidgetwebservice
Dinginx Bportmap
Osconeserver Opound
Ostrongswan Olpppd D
Package managers DOpptp-linux
Real-Time Clprivoxy
security Dproftpd
v-Shell and utilities Dlproxychains-ng L
O pinentry Opted :
v~ System tools = —
Outil-linux openssh (BR2_PACKAGE_OPENSSH) e
Oxvisor
Text editors and viewers BR2_PACKAGE_OPENSSH:
Filesystem images A Free version of the S5H protocol suite of network connectivity
Bootloaders tools. The standard 'ssh’, 'sshd’, 'scp’, and friends.
Host uttl|tle§ . ~ http://www.openssh.com/
Legacy config options v A
L ] < > Symbol: BR2_PACKAGE_OPENSSH [=y] v

Figure2C. Networking applications configuration
4.4.4.8. Filesystem Image
-BR2_TARGET_ROOTFS_EXT2.
Build an ext4 rootfs.

-BR2_TARGET_ROOTFS_TA
Build a tar archive of the root filesyst
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X @ Buildrook 2016.11-git-00406-78af81d-dirty Configuration RN
File Edit Option Help
o S H I E
Option 2 | option ~
Y~ Graphics Qext? frevu)
Oad Oext2 (revi)
libdrm Qext3
|~Dopencv-2.4 (NEW) @extd L
|~DOopencv3 (NEW) filesystem label:
oItiff (0) exact size in blocks (leave at 0 for auto calculation)
Hardware handling (0) exact number of inodes (leave at 0 for auto calculation)
Javaseript (0) extra size in blacks
|+ JSON/XML (0) extra inodes
\~Logaing (0) reserved blocks percentage
Multimedia v-Compression methad
Networking ®no compression
Other Qazip
Security Obzipz
Text and terminal handling ~0Olkma
Mail olko Ll
v-Miscellaneous ox
DOeollectd Dinitial RAM filesystem linked into linux kernel
~¥-Networking applications Diso image
|- Onginx | | - Ciffs2 root filesystem
Dlsconeserver (NEW) Olromfs root filesystem
Distrongswan Dlsquashfs root filesystem L
Package managers & T tar the root =
Reaklime: tar the root filesystem (BR2_TARGET_ROOTFS_TAR) ~
Security
v-Shell and utilities
Cipinentry
v -System tools .
Dlutiklinux (NEW) Symbol: BR2_TARGET_ROOTFS_TAR [=n]
DOixvisor Type : boolean
Text editors and viewers Frompeilarthe oot flecystem
ocation:
> Filesystem images
Bootloaders Defined at fs/tar/Config.in:1
Host utilities L ~
| —Legacy config options 7]

I;rgure21. Filesystem images configuration
4.4.49. Bootloade

- BR2_TARGET_GRUB2

GNU GRUB is a Multiboot boot loader. It was deriviedm GRUB, the GRand Unifie
Bootloader, which was originally designed and impdated by Erich Stefan Boley
GRUB 2 has replaced what v formerly known as GRUB (i.e. version 0.9x), whicishin
turn, become GRUB Legacy.

- BR2_TARGET_GRUB2_X86 64 E

Select this option if the platform you're targethmags a 64 bits EFI BIO
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A Buildroot 2016.11-git-00406-g78af81d-dirty Configuration Sl .
File Edit Option Help

< @l | I E

Option ~ | Option
v-Graphics [Barebox
Ogd Oarub
libdrm v grub2
Oopencv-2.4 (NEW) v—Platform
Oopencv3 (NEW) (i386-pc
CItiff Ci386-efi
Hardware handling [GlxB6-64-cf
Javascript builtin modules: boot linux ext2 fat squash4 part_msdos part_gpt normal efi_gop
JSON/XML builtin config:
Logging O gummibook (NEW)
Multimedia Osyslinux
MNetworking OuU-Boot
Other B
Security
Text and terminal handling
Mail
v-Miscellaneous %86-64-efi (BR2_TARGET_GRUB2_X86_64 EFI)
Ocollectd
4 Networking applications | | BRZ_TARGET_GRUBZ_X86_64_EFL
Onginx Select this option if the platform you're targetting has a
[Csconeserver (MEW) | 64 bits EFI BIOS.
Pacg;zr?ag::;?s A | symbol: BR2 TARGET_GRUB2 X86_64 EFI 3]
Type : boolean
| ——— B Fomp X oL et 7

Figure22. Bootloader configuration

4.5.  Building the Kerne

Proceed to save the configuration (Ctrl

nana@nana-N56V]:~/Thesis ESE/Cluster |
nana@nana-N56V]:~/Thesis ESE/Cluster

7
t tCore -I/ t
qtd/Qtsql -c qconf ) er_Max_Build/build/buildroot-config/q
/usr/bin/g++ -Ifusr/include/ncursesw RSES_LOC= s .h>" -DLOCALE -I/home/nana/Thesis ESE/Clu
_Build/build/buildro =\"\"  /home/nana/Thesis ESE/Clust X_Build/build/buildroot-c
ig/zconf.tab.o /home/nana/Thesis_ESE/Cluster ( Build/build/buildroot-config/qconf.o -1Qt3Support -1QtGui -1
QtNetwork -1QtSql -1QtCore  -o /home/na >sis ESE/Cluster_Max_Build/build/buildroot-config/qconf
GEN fhome/nana/Thesis ESE/Cluster Max Build/./Makefile
Bus: :open: Can not get ibus-daemon's address.
IBusInputContext::createInputContext: no connection to ibus-daemon

configuration written to /home/nana/Thesis ESE/Cluster Max Build/./.config

nana@nana-N56VJ:~/Thesis ESE/Cluster Max Builds I El

& Cluster_Max_Build : bash - KDE Terminal Emulator

Figure23. Saving configuration (“.config”)
Start the build (this can take a few hours thd firse).
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$ cd $Cluster_Max_DIR
$ make

Figure24. End of Cluster_Max SDK compilation

The “make” command executes the following sequ(3]:

1. Download source file

Configure, build and install the crcompilation toolchain, or simply import i
external toolchain.

Configure, build and install selected target packe

Build a kernel image, if select

Build a bootloader image, if select

Create a root filesystem in selected forn

N

N

4.6. Output Files and Binaries Generated after the E
Process

Buildroot output is stored in a single directc$Cluster_Max_DIRThis directory contain
several subdirectories [3]:

images/ Kernel image, bootloader and root filesystem aveest here. These are intendec
be put on taret system (Minnowboard Ma:
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build/ The tools needed by Buildroot on the host and pgek compiled for the target are
built. This directory contains one subdirectory éaich of these components.

staging/ Contains a hierarchy similar to a root filesystefis directory contains the
headers and libraries of the cross-compilationduaih and all the userspace packages
selected for the target. It contains several filasstripped libraries and binaries used to
compile programs that depends on other librartas {§ not the root filesystem).

target/ Contains almost the complete root filesystem Hiertarget except the device files in
/dev/ (this is not the root filesystem).

host/ Contains the installation of tools compiled foe thost that are needed for the proper
execution of Buildroot, including the cross-compda toolchain.

4.7.  Writing Image to mSD Card (Host)

After the build process is done, “sdcard.img” is n@eaated inside
/home/nana/Thesis_ESE/Cluster_Max_Build/images/.

Insert an empty mSD card (at least 2Gb is recomemnihside host slot and proceed to
burn “sdcard.img” into it.

Find the /dev/ name corresponding to the mSD carging the following command:
$ Is /dev/sd*

Or

$ df -I

In this case mSD card name corresponds to “sdldcgmd to execute the following
command:

$ sudo dd if=’lhome/nana/Thesis_ESE/Cluster Max ddmibges/sdcard.img of=/dev/sdb;
sync

“dd” command assign size partition by default, &nd not enough to run application and
saving the images. With the help of GParted orsmylar program, partition capacity can

be increased.

Check again /dev/ names (execute command: $ Igstdfgvand the two new partitions,
boot (/dev/sdbl) and rootfs (/dev/sdb2), shallomng.
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¢ le PTE

fdev!s&aié !dev}édaB /dev/sda5 /dev/sda7 /dev/sda9
/dev/sda2 /dev/sda4 /dev/sda6 /dev/sda8 /dev/sdb
sudo dd if=/home/nana/Thesis ESE/Cluster Max Build/images/sdcard.img of

s, 1.9 MB/s

3 /dev/sda5 /dev/sda7 /dev/sda9 /dev/sdbl
/dev/sdal /dev/sda2 /dev/sda4 /dev/sdab /dev/sda8 /dev/sdb /dev/sdb2

Figure25. Checking mSD card name

Remove mSD card from host, then insert into thendmBoard Max and power the bos
on.

4.8. Network Configuration and Target Se

In order to connect target and host through SSHalt@ving steps need to be do

Target

Set statidP address on MinnowBoard M
# nano /etc/network/interfac

Edit the file with the following conter
auto lo ethO

iface lo inet loopback

iface ethO inet static
address 192.168.10.100
netmask 255.255.255.0

Save the file and restart MinnowBoard V
# halt
Then, power off and power on board ac

Verify ethernet configuratio
# ifconfig -a
Command response must show ethO inet address a68900.10(

Further configuration is needed to establish cotimethrough SSH with ho:

To get target username:
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# whoami
Command response is: root.

To change target password:
# passwd
Set it to root.

Generate and add SSH key:

# ssh-keygen

Let the default options by typing intro.

# cat /root/.ssh/id_rsa.pub >> /root/.ssh/authdrikeys

Edit file “sshd_config” in target:

# nano /etc/ssh/sshd_config

The following options are mandatory in SSH targeifiguration:
Port 22 (uncommented)

PermitRootLogin yes (uncommented)

RSAAuthentication no (uncommented)
PubkeyAuthentication no (uncommented)
AuthorizedKeysFile .ssh/authorized_keys (uncomnante

Save the file and restart MinnowBoard Max:
# halt
Then, power off and power on board again.

Host

Connect target and host through ethernet cablesandtatic IP address on host, for that
select wired connection, then under “IPV4” tabtietfollowing information:

Method: Manual

Address: 192.168.10.101

Netmask: 255.255.255.0
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Routes...

& OK @ Cancel

Figure26. Wired configuration in host

Press “OK” button and verify ethernet configurat
$ ifconfig -a

nana@nana-N56V]:~$ ifconfig -a

etho Link encap:Ethernet HWaddr 50:46:5d:33:bb:a8
inet addr:192.168.10.101 Bcast:192.168.10.255 Mask:255.255.255.0
inet6 addr: fe80::5246:5dff:fe33:bba8/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:88 errors:0 dropped:0 overruns:0 frame:0
TX packets:462 errors:0 dropped:0 overruns:0 carrier:0
collisions:0® txqueuelen:1000

RX bytes:11239 (11.2 KB) TX bytes:85799 (85.7 KB)
Interrupt:19

Figure27. Static IP address on host

Test the connection by pinging targ
$ ping 192.168.10.100
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nana@nana-N56VJ]:~$ ping 192.168.10.100
PING 192.168.10.100 (192.168.10.100) 56(84) bytes of data.
4 bytes from 192.168.10.100: icmp seq=1 ttl=64 time=1.07 ms
bytes from 192.168.10.100: icmp seq=2 ttl=64 time=0.662
bytes from 192.168.10.100: icmp seq=3 ttl=64 time=0.637

bytes from 192.168.10.100: icmp seq=4 ttl=64 time=0.651

bytes from 192.168.10.100: icmp seq=5 ttl=64 time=0.645

bytes from 192.168.10.100: icmp seq=6 ttl=64 time=0.660

bytes from 192.168.10.100: _1' c"m;' ';c'=q—7 ttl=64 time=0.701

bytes from 192.168.10.100: 8 ttl=64 time=0.569
Figure 28. Ping target from host

Since target name (root) and its IP address (182106100) are already knowproceed to
connect to target through S¢
$ sshroot@192.168.10.100

2.168.10.100

- nneUr to hO‘-“t 1@2 1 3.100 port 22: Connection refused

nana-N56VJ:~$ ssh roo 2.168.10.100

uthenticity of host ' .168.10.100 (192.168.10.100)' can't be established.
ECDSA key fingerprint is 2f:f9:1c:ca:52:2d:9e:bl:a6:81:8a:f9:81:c4:ec:de.
Are you sure you want to continue connecting (yes/no)? yes
Failed to add the host to the list of known hosts (/home/nana/.ssh/known hosts).
rontmlk42 168.10.100's password:

Figure 29 Connecting to target through SSH (H

Create “tsw” folder inside /root which is going ¢ontain the Dshboard menu executat
file:

Target
# cd /root
# mkdir tsw

# cd /root

# mkdir tsw

# 1s

Figure30. “tsw” folder creation on target

Host

Since host and target has the same architectwste;gmpile “tsw” application with gc
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$ cd ../tsw/hmi_test_client
$ gcc menu_options.c shared_memory.c m

README . md
ired me

Figure31. Compiling “tsw” application in host

After compilation is done, copy “a.out” executable from host to targe
Host
$ scp ¢ ./a.out root@192.168.10.100:/root/

Create the following folder in targ
Target

# cd /opt/

# mkdir Dashboard

# cd Dashboard

# mkdir bin

Also, create “gml” folder which is going to contatime gmlfile, images and fonts need
by the Dashboard interface applica
$ mkdir gml

# pwd
/opt/Dashboard

# 1s

Figure 33 “bin” and “gml” folder creation in target

In host copy “gml” folder that is located inside &Bhboard” folder and paste them i
target “gml” folder:

56



Host
$ cd ../Dashboard
$ scp —r ./gml/Dashboard/®ot@192.168.10.100:/opt/Dashboard/

ng light.png

1
1
1
1
1
1
1
1
1

ning light.png

Figure 34 Copy images, fonts and “main.gml” from host to &

=

4.9. QT Creator Configuration (Ho:

The QT Creator and QT Libraries have been downlbdaen the following web sit
https://www.qt.io/downloaapen-source/

Proceed to install it and open QT Creator. Therigare it:
Select Tools— Options.

Since host and target have the same architect@ée,64, GCC compiler and QT Librari
used for crossompiling are the same ones than installed onmachine.

Then select “Build & Run” men— “Kits” tab and press “Add” button:
Name: MinnowMax
Device type: Generic Linux Devi
Press “Manage” button
Press “Add” button
Select “Generic Linux Devict
Press “Start Wizard” button and set the followirzdues:
The name to identify this configuration: Minnowl
The device's host name or IP address: 192.168.0(QSex:tior4.8)
The user name to log into the de: root
The authentication type: Passw
The user's password: r(
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Press “Next” buttor
Press “Finish” buttor- Verify that the Device was successfully tes
Press Close button
Press Apply button

19216810100 |ssport 22 [2] | Chckostk
R
:

Figure35. QT Devices configuration

Check that target is properly connected to hogiregsing “Test” buttol
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]

Connecting to host...
Checking kernel version...
Linux 4.6.1 x86_64

Checking if specified ports are available...
All specified ports are available.

Device test finished successFully.

Figure 36 Remote connection to target is succe:

Return to “Build & Run” ment-> Kits tab in order to finish the kit configurati

Sekct “MinnowMax (default)” under “Manual” s-menu and set the following optio
Sysroot: /.../Cluster_Max_Build/stagi

Compiler: GCC (x86 64 bit in /usr/bi

Qt version: Qt5.4.2 GCC 64
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| Options S

(%

Build & Run

!]Enuironment = General | Kits | QtVersions Compilers = Debuggers = CMake

5] Text ditor Name Add
N * Auto-detected

i 1{8 FakeVim Desktop Qt 5.4.2 GCC 64bit Clone
- * Manual
@ Help MinnowMax (default) Remove
{} Cit
£ Qt Quick Name: MinnowMax =
L@ Build & Run File system name:
Q Debugger Device type: Generic Linux Device =

Device: MinnowMax (default for Generic Linux) - Manage...
B Analyzer

L Sysroot: /home/nana/Thesis_ESE/Cluster_Max_Build/staging Browse...

D"_‘ Version Control

Compiler: GCC (xB6 64bit in fusr/bin) v || Manage..
) Android

Environment: Mo changes to apply. Change...
e BlackBerry -

Debugger: System CDB at fusi/bin/gdb - Manage...
= QNX Qtversion: Qt5.4.2 GCC 64bit ~ || Manage..
n Devices Qt mkspec:

P& code Pasting =

| OK | Apply Cancel

Figure37. QT Build & Run configuration

Finally, Qt Creator is configured to program oremote device using the Qt Librari

4.10. Cross€Compile “Dashboard” Application on QT Crea
(Host)

After configuring QT Creator as mentioned on Set4.9, proceed to open “Dashboar
application:

1. Host: Open “Dashboard.pro” file with QT Creator.igfile is provided along witl
this document.

2. Host: After Dashboard project is open, select Mimhtax kit and release in buil
option (Figure 38).
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Host: Execute remote console for target ().

Target: Execute “xinit” command (press Ctrl + cetat X11)
Host: Build (Ctrl + b) and run (Ctrl +

Host: Execute remote another console for targe s
Target: Run “tsw” applicatiorFigure 39):

# .Ja.out

N o o bk

INING LIGHT

JEL
ENGINE
LT

AL NOTIFICATION

i) \ WANING LIGHT

Figure3¢S. “tsw” application is running on target
8. Target: After selecting and modifying values in tbption menu from remol

connection, changes shall be reflected in Dashb&dl Results are shown
Section 5.1.
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5. RESULTS

Abstract: In this chapter, the results obtained after exexutCLUSTER_PI App in
MinnowBoard Max are shown.
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5.1. Results

Results obtained from the procedure detailed iri@ed are described below:

After executing step 5 in the Section 4.10, Dashiboaith initial values is shown in
MinnowBoard Max display connected through the MHEHDMI:

Figure 40. Dashboard with initial values runningtarget (MinnowMax)

In step 8, seatbelt warning and speedometer agsdetlows:
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Figure 41 Seatbelt warning was activated in remote “tswjlegation

3) TIREPRESURE_3

: e —
) _

5) TIREPRESURE_4

ODOMETER

range values for each option.

Before enter the new value, please check ‘

Enter new value:140]

E (root) 192.168.10.100 - KDE Terminal Emulator

%)

Figure 42 Speedometer was set to 140 km/h in remote “tgyplieatior

Commanded options by “tsw” application are apptiedashboard GUI by pressing int
Then, changes are refreshed into the in
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Figure 43. Dashboard with seatbelt warning activated speedometer set to 140 km/h

Notice that the speed reported for the clusteois 440 km/h and also the seat-belt is on,
as expected.

65



6. CONCLUSIONS

Abstract: In this chapter, some conclusions and future wetkted with this project are
presented.
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6.1. Conclusions

This work described the implementation of a digaatomotive cluster based on an Intel
X86_64 microprocessor architecture. A brief reviefvthe industrial trend on digital
clusters has been presented. The MinnowBoard MAXitacture has been reviewed, as
well as the software architecture based on a Lidistro. The Buildroot tool has been
considered for the customization of the Linux kéraed the construction of a bootable
image suitable for the Minnowboard MAX board.

A cross platform development environment based lom QT framework has been
configured for the compilation of the CLUSTER_Pphagation, which is the responsible of
the visual representation of the instruments ofcthster.

A shared memory mechanism in the Linux kernel hasnbused for the inter process
communication between the low level drivers, such GAN and UART, and the
CLUSTER_PI application. In this way, the developmesf the solution can be
modularized.

This work is based on the CLUSTER_PI App, which vpasviously executed on an
architecture ARM (Raspberry PI). Buildroot was usednigrate the application to x86_64
architecture. Necessary packages used in CLUSTHRsuPh as: QT5, SSH, etc. were
taken as initial requirement. With this informatidhe kernel is configured and then
compiled. As a final result of the building a coetel Linux Embedded System (bootloader,
root filesystem, Kernel image and cross-compilatmwichain) is generated. CLUSTER_PI
App was successfully deployed in Minnowboard Maxowing the same graphic
environment and functionality than Raspberry PleDa this work is focused on kernel
configuration, the cluster application was not mitied enough; further analysis needs to
be done especially in the graphic related section.

Since both Host machine and target has the x86 r6Hitecture, cross compilation
toolchain is not mandatory to be selected when d@damgpapplication since the toolchain
available in host can be used (gcc, gmake, etojvalh more reusability and scalability in
more platforms than ARM architecture.

With this work results it is demonstrated than $obike Buildroot allows to user fully
personalization of packages, kernel version, biartput format, etc. Also, this tool makes

use of several scripts which automates the builghogess.
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Finally, architecture migration was deployed susfidl/ since the Dashboard’s graphics
were updated after a commanded input was sentHigsnto target through SSH. However,
this work offers many possibilities for cluster oefiguration and extra functionality, as
well as further improvement as mentioned in théoaing section.

6.2. Future Work

The future work of this development includes anirojation process to speed up the
responsiveness of the virtual digital instrumentsthe cluster. Additionally, further
development of low-level driver for its integratiomithin the automotive network is
considered. This includes drivers for CAN, Flex-R&AN-FD and Ethernet, among
others.

It is highly recommendable to use tools like Buwlolr since it allows to user fully
personalization of packages, kernel version. Howeube use of Yocto for the
configuration of the Linux kernel for the MinnowBodaMAX board is considered as future
trend in this work.

Besides, the integration of sensors to the clusterh as Leap motion or Intel RealSense, is
considered in future versions of this technologamtelopment.

This lead to propose future work focused on:
* Improve Dashboard response time.
e Add CAN driver support to Kernel.

* Include extra functionality with Leap Motion.

In addition, OpenGL can be used along with QT téoval more versatility and
customization for future projects.

68



BIBLIOGRAPHY

[1] Delphi, «Delphi Reconfigurable Displays,» © Delphutomotive LLP, [En linea
Available:
http://www.delphi.com/manufacturers/auto/contralgithys/reconfigurable_displays.
[Ultimo acceso: 27 08 2016].

[2] Magneti Mirelli, dnstrument Clusters,» © Magneti Marelli S.p.A. ,n[Hinea]
Available: http://www.magnetimarelli.com/excellefteehnological-
excellences/instrument-clusters. [Ultimo accesc022016].

[3] Buildroot, «The Buildroot user manual,» BuildroofEn linea]. Available:
https://buildroot.org/downloads/manual/manual.hiftdltimo acceso: 27 08 2016].

[4] Yocto Project, «<MinnowBoard,» © Yocto Project, Anuix Foundation Collaborati
Project., [En linea]. Available: https://www.yoctoject.org/produgminnowboard
[Ultimo acceso: 27 08 2016].

[5] OpenWrt, «<OpenWrt,» OpenWrt, [En linedjvailable: https://openwrt.org. [Ultirr
acceso: 27 08 2016].

[6] QT, «QT for Application Development,» © 2016 The Qbmpany, [En linee
Available: https://www.qt.io/qt-for-applicatiodevelopment/. [Ultimo acceso: 05
2016].

[7] Indiana University, «What is the X Window System®»2016 The Trustees
Indiana University, 20 08 2015En linea]. Available: https://kb.iu.edu/d/ad
[Ultimo acceso: 05 09 2016].

[8] freedesktop.org, «DRI Wiki,» freedesktop.org, 11 Z@14. [En linea]. Availabl
https://dri.freedesktop.org/wiki/. [Ultimo accesk® 09 2016].

[9] Mesa3D, «The Mesa 3D Graphics Library,» Mesa3D, [Hmea]. Avalable:
http://www.mesa3d.org/intro.html. [Ultimo acces®: T0 2016].

[10] OpenBSD Project, «OpenSSH,» © 19®6 OpenBSD, [En linea). Availab
http://www.openssh.com/. [Ultimo acceso: 11 09 216]

[11]M. Rouse, «Bootloader,» TechTarget, 2016. [En linea]. Availak
http://searchenterpriselinux.techtarget.com/definiboot-loader [Ultimo acceso: 1
09 2016].

[12] J. O. S. S. A. W. Lars Wirzenius, «Chapter 3. Oanof the Directory Tree,» dEhe
Linux System Administrator's Guidehe Linux Documentation Project.

[13] eLinux, «Toolchains,» eLinux, 22 07 2016. [En liheaAvailable:

69



http://elinux.org/Toolchains. [Ultimo acceso: 15 16].

[14] David A Rusling, «Interprocess Communication Medsians,» deThe Linux Kernel
Wokingham, David A Rusling, 1999, pp. 51-58.

[15] M. Streicher, «Speaking UNIX: Interprocess commatan with shared memory
IBM, 28 09 2010. [En linea]. Available
https://www.ibm.com/developerworks/aix/library/apusiix_sharedmmory/. [Ultimc
acceso: 26 10 2016].

[16] MinnowBoard MAX, «MinoowBoard MAX,» MinnowBoard MAX29 03 2016[En
linea]. Available: http://wiki.minnowboard.org/MiowBoard_MAX. [Ultimo accest
03 09 2016].

[17] MinnowBoard Max, «Minnow2 Board,» CircuitCo LLC.5208 2014.[En linea]
Available: http://www.elinux.org/images/f/fd/MinndMax_RevA1_sch.pdf. [Ultim
acceso: 04 09 2016].

[18] ASUS, «N56VZ,» ©ASUSTeK Computer Inc., [En linea]Available:
https://www.asus.com/latin/Notebooks/N56VZ/speeifions/.[Ultimo acceso: 03 C
2016].

[19]J. O. S. S. A. W. Lars Wirzenius, «Chapter 3. Omswvof the Directory Tree,» (
Linux System Administrators Gujdehe Linux Documentation Project.

70



