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Abstract— Enhanced small form-factor pluggable (SFP+) is a 
specification for a new generation of optical modular 
transceivers. The devices are designed for use with small form 
factor (SFF) connectors, and offer high speed and physical 
compactness. SFP+ modules require high-quality ASIC/SerDes 
transmitters (Tx) because IEEE and fibre channel standards 
place strict requirements on the optical interface, and 
linear/limiting SFP+ module types have Tx paths that do not 
correct for timing jitter. This introduces a design challenge to 
guarantee performance over process, temperature, and voltage 
(PVT) conditions. Adjusting the Tx equalization across PVT and 
different interconnect channels can be a time-consuming task in 
post-silicon validation. In order to overcome this problem, this 
paper proposes a direct optimization method based on a suitable 
objective function formulation to efficiently tune the Tx equalizer 
and optimize the eye diagram to successfully comply with 
industrial specifications.  

Index Terms — equalization, Ethernet, eye diagram, FIR, 
HSIO, ISI, optimization, post-silicon validation, signal integrity, 
SFP, tuning, transmitter. 

I. INTRODUCTION

The development of high speed Internet has driven data-
transmission technology to fully commercialize on 10 Gbps 
data rates. One of the key components in the physical layer 
(PHY) is the transceiver module, which enables transmit and 
receive operations at the end of each fiber optic link. 
Transceiver modules, such as some Ethernet protocols like 10- 
Gigabit Small Form Factor Pluggable (XFP/SFP) and 
Enhanced SFP (SFP+), are regulated by specifications that 
ensure consistency between suppliers with requirements for 
eye mask measurements. These eye mask definitions specify 
transmitter (Tx) output performance in terms of voltage 
amplitude and time to ensure far-end receivers (Rx) can 
reliably recognize the two logic levels in the presence of 
timing noise and jitter [1]. However, as technology moves 
towards higher data rates, inter-symbol interference (ISI) has a 

significant impact on signal integrity and timing, which results 
in poor eye diagrams [2]. ISI is defined as one logic symbol 
interfering with a subsequent symbol; it is typically caused by 
channel impairments such as frequency dependent losses [3], 
mode conversion, and multiple reflections due to characteristic 
impedance discontinuities. In order to mitigate ISI and other 
undesired effects, adding pre-emphasis and de-emphasis 
circuits at the Tx is extensively used to adjust the signal prior 
to the influence of the channel [4]. Because of their inherent 
stable response and easily achievable linear phase property, 
the finite impulse response (FIR) filter is commonly used for 
emphasis circuits [4]. The core operations in FIR filters 
involves multiplication and accumulation of filter coefficients 
with the input digital data, and those can be realized using as 
many multipliers and adders as the number of filter 
coefficients, respectively [5]. Per IEEE standard for Ethernet 
section 5, clause 77 [6], the equalization for SFP+ Tx may be 
accomplished with a feed-forward equalizer (FFE) 3-tap FIR 
filter, where Cm, C0 and Cp represent the three filter 
coefficients. 

The output signal of the FIR filter is represented as 
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Fig. 1. Test setup for SFP+ Tx optimization. 
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where ci are the tap coefficients, N is the total tap number, and 
the delay per tap Td is 1 unit interval (UI). The filter response 
can be adjusted by controlling the tap number and coefficients 
values. 

Many simplifications in the FIR design implementation can 
be made when the coefficients are constant. However, FIR 
filters with reconfigurable coefficients are required in many 
application scenarios [7], where the filter order can be 
dynamically changed depending on the amplitude of both the 
filter coefficients and the inputs. These filters are useful for 
equalization techniques in high-speed input/output (HSIO) 
links to cancel any undesired effect, such as Tx jitter, 
attenuation or ISI, among others [8]. SFP+ Tx FIR filter is not 
self-adaptive, and then tuning is required during post-silicon 
validation. The current post-silicon practices to perform the 
coefficients tuning are based on an exhaustive enumeration 
method that consumes a large amount of validation time and 
resources. A recent work [9] proposed a new methodology 
based on an empirical algorithm that improves substantially 
the time for SFP coefficients tuning, but still requires days to 
obtain a set of optimal coefficients values. There have been 
several FIR filter coefficients optimization techniques reported 
in the literature [5], [7], [10]; however, all of these techniques 
are applied only at design simulation level. 

In this paper, we propose a simple yet efficient optimization 
technique for a reconfigurable FIR filter used in a SFP+ Tx, 
by defining an effective objective function and by using direct 
numerical optimization in a post-silicon validation platform.  

Our paper is organized as follows. Sections II and III 
describe the system test setup and system measurements, 
respectively. An overview about post-silicon tuning is 
presented in Section IV. The objective function formulation 
and the optimization procedure are presented in Section V. 
Finally, Sections VI and VII present the results obtained and 
our conclusions, respectively. 

II. SYSTEM TEST SETUP 

The test setup is shown in Fig. 1. The eye diagram of the 
device under test (DUT) is measured at the end of the SFP+ 
connector using subminiature (SMA) cables connected to a 
high-speed, real time oscilloscope. The oscilloscope must 

have enough bandwidth capabilities to measure at least the 5th 
harmonic of the incoming signal and capabilities for S-
parameters de-embedding to eliminate cables insertion loss. A 
computer executes the algorithm using a fully automated 
control by accessing the DUT through the test access points 
(TAP) registers for the FFE coefficients, sending instruments 
commands for eye diagram, jitter and histogram 
measurements on the scope. 

III. SYSTEM MEASUREMENTS 

An eye diagram is a useful tool for understanding signal 
impairments in the PHY of HSIO data systems, verifying Tx 
output compliance, and revealing the amplitude and time 
distortion elements that degrade the bit error rate (BER) for 
diagnostic purposes. Histograms are used to statistically 
analyze time and amplitude data of eye diagrams, offering 
important computational information when observing 
impairments in HSIO signals. The definition for eye height is 
derived from computing the difference between the inner 3σ 
points on the inside of the histograms of the one and zero 
levels, as shown in Fig. 2, where σ is the standard deviation of 
the histograms. The eye width is essentially the effective 
distance between the inner two 3σ points on the time 
histograms. To compute jitter, the time variances of the rising 
and falling edges of an eye diagram at the crossing point are 
captured, as shown in Fig. 2. The time histogram, shown 
below the eye pattern, is analyzed to determine the amount of 
jitter. The peak-to-peak jitter is defined as the full width of the 
histogram, meaning all data points present. 

IV. POST-SILICON TUNING 

As process technologies scale down, traditional circuit 
design methodologies are challenged by the problem of silicon 
process variation. Different techniques exist to maximize the 
parametric yield based on statistical design for analog circuits, 
and these techniques usually fall into two categories: design-
time optimization and post-silicon tuning [11].  

Design-time optimization techniques explore the design 
space at system-level and device-level to maximize the yield 
for analog circuits. However, accurate simulations for non-
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Fig. 2. Eye diagram and mask.  
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linear circuits, which are dominant in digital CMOS circuits, 
are computationally very expensive given the complexity of 
the system involved. Transistors are coupled with the IC 
interconnects, whose electrical properties cannot be ignored in 
deep submicron design [12]. On the other hand, post-silicon 
tuning in analog design has been widely adopted to confront 
the silicon process variation. Tunable elements are proposed 
to adjust the analog circuit performance after chip fabrication 
[13], [14]. These tunable elements provide a way to 
reconfigure I/O links in post-silicon to cancel out the effects of 
system channels’ variability [8]. PHY tuning settings include: 
parameters of an equalizer at the Tx, Rx, or both; the clock 
and data recovery circuit settings; the variable gain amplifier; 
baud-spaced FFE in the Tx, and the bias voltages or currents 
values, among others [15]. A typical system may have 
hundreds of combinations of just equalization parameter 
values. Finding the optimal PHY settings that guarantee the 
BER required by an industrial specification is called PHY 
tuning. In the worst case, this means sweeping all possible 
combinations of all PHY settings, which is prohibitive in the 
post-silicon validation time frame [15]. 

V. OBJECTIVE FUNCTION FORMULATION AND OPTIMIZATION 

Let RE ∈ ℜ3 denote the signal integrity system response, 
which consists of the eye amplitude histogram mean high hµH, 
the histogram mean low hµL, and the total jitter JT on the eye 
diagram, 
 [ ]TTLHEE ),(J),(h),(h),( ψxψxψxψxRR µµ==  (2) 

This signal integrity system response is a function of the 
PHY tuning settings x ∈ ℜN (FIR tap coefficients), and the 
operating conditions ψ (voltage and temperature). The eye 
height eh ∈ ℜ is obtained from, 
 LLHHh 3),(h3),(h),(e σσ µµ −++= ψxψxψx  (3) 
where σH and σL are the standard deviation of the histogram 
mean high and the histogram mean low, respectively. 

Since we want to maximize the eye diagram, our initial 
objective function consists of −eh, however as the eye width is 

a function of the total jitter JT, we must consider JT in the 
objective function formulation. 

The eh and JT must be scaled by weighting factors w1, w2, ∈ 
ℜ such they become comparable. The values of these 
weighting factors can be selected by using initial eh, and JT 
measurements. 

Therefore, the objective function is defined as 
 [ ] [ ]),(),()( T2h1 ψxψxx Jwewu +−=  (4)
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where x(i) are k randomly distributed base points for initial 
measurements of eye height  and total jitter. 

The optimization problem for the signal integrity system is  
 )(minarg* xx

x
u=  (7) 

with u(x) defined by (4). 
We will now modify the optimization problem such that the 

optimal set of coefficients maximizes the eye diagram without 
exceeding the mask limits. The new optimization problem can 
be defined through a constrained formulation, 
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where Vub

H and Vlb
L are the eye mask specification limits: 

voltage high upper bound, and voltage low lower bound, 
respectively. A more convenient unconstrained formulation 
can be defined by adding a penalty term, as 
 2

0 )()()( xxx LuU lρ+−=  (11) 
where L(x) is the eye mask limit penalty function, defined as 
 { })(),(,0max)( 21 xxx llL =  (12) 

The optimal solution depends on the value of the penalty 
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Fig. 4. Normalized coefficients responses and function values across 
iterations. 
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coefficient ρ0
l ∈ ℜ,. We define ρ0
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 where x(0) is the starting point. Then, our objective function to 
optimize eye diagram and meet eye mask specification is 
 )(minarg* xx

x
U=  (14) 

with 
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We aim at finding the optimal set of FIR coefficients values 

x* by solving (14) using the Nelder-Mead method [16]. 

VI. RESULTS 

A pseudo-random bit sequence (PRBS) of length (231 − 1) - 
PRBS31 - is considered the standard for stressing HSIO 
circuits to achieve a confidence level in the operating margins 
of a product. PRBS31 provides a stressful environment to 
detect random jitter (RJ), sinusoidal jitter (SJ), ISI, and 
crosstalk. When the input signal to the FIR becomes a 
PRBS31 with a data rate of at 10.3125Gbps, the resultant eye 
diagram is shown in Fig. 3. Since the FFE tap coefficients are 
not properly equalized, the eye diagram is significantly 
distorted, with an eye height and eye width of 270 ticks and 
189 ticks, respectively. Such eh and ew levels are so low that 
do not meet the required eye mask. Fig. 3 also shows the zero 
crossing points on the horizontal axis are not compressed 
enough, leading to high jitter measurements. In terms of the 
vertical axis, the voltage peak-to-peak is 1,659 ticks, which 
translates into wider noise histograms. Hence, we are looking 
to optimize the Tx equalization coefficients as a way to 
compensate for the channel effects, achieving an 
specifications compliant eye diagram.  

Through the optimization process defined in Section V, we 
arrive to a set of Tx coefficients in just 35 iterations, as shown 
in Fig. 4. The optimized equalization coefficients improve 
substantially with an eh and ew, as shown in Fig. 5, being now 
864 ticks and 257 ticks, respectively, which corresponds to an 
improvement of 252% on eye diagram area as compared to 
that one with the initial coefficients. The efficiency of this 
approach was also demonstrated by a significant time 
reduction on post-silicon validation. While the traditional 
process requires 4 days for a complete optimization using an 
exhaustive approach, the method proposed here can be 
completed in just 2 hours. 

VII. CONCLUSION 

We proposed a direct optimization approach to find the best 
Tx FIR filter settings to counteract ISI and other undesired 
effects in high-speed data transmission. The optimal set of 
FFE tap coefficients are determined by numerical optimization 
of an objective function expressed in terms of the required 

specifications on eye mask. Subsequently, the optimized 
coefficients are evaluated by measuring the real eye diagram 
of the physical system, showing a great mitigation of the ISI 
effects, and accelerating the typical required time for Tx 
coefficients tuning. Our approach allows fulfilling in an 
efficient manner strict IEEE and fibre channel standards as 
applied to high-speed interconnects based on optical 
interfaces, significantly enhancing current industrial practices 
in this arena. 
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