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Abstract—Voltage supervisors ensure that an electronic system
is turned off whenever the rail voltage drops below the threshold
value. Common implementations rely on hard decisions to assert
the system’s reset; however, these schemes lack flexibility in
configuration. In this paper, we introduce a soft-decision system
using a machine learning algorithm called support vector ma-
chine (SVM). The proposed monitoring system’s software is built
on top of scikit-learn SVM libraries and experimentation was
conducted in the Raspberry Pi 4 platform. Confusion matrix for
the SVM model shows that the system will perform well on new
and training data. Overall, the resulting system is configurable
and, unlike other implementations, it can be trained in online
and offline modes.

Index Terms—support vector machine, voltage supervisor,
voltage monitoring.

I. INTRODUCTION

A monitoring voltage device, commonly known as voltage
supervisor, is a key element for any embedded system. These
devices monitor voltage rails and can warn the processor
when power is failing. This mechanism prevents processor
brownouts and system failure. Basic supervisors monitor
processor’s VDD and reset the processor when VDD drops
below a voltage threshold—usually 5-20% below the factory-
programmed reset threshold (VIT−) [1]—. Fig. 1 shows a very
basic voltage supervisor with no hysteresis.
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Fig. 1. Basic voltage supervisor functional block diagram.

The circuit operation is straightforward: the device uses a
comparator and a reference voltage to turn off the system
whenever the voltage rail is out of a fixed voltage limit. How-
ever, this circuit topology is not immune to voltage fluctuations
and glitches and can eventually trigger false resets. To avoid
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this issue caused by noisy power supplies and discharging
batteries, hysteresis can be added to the voltage supervisor.

In addition to these hardware techniques, embedded system
techniques such as the on-off control system with hysteresis
are widely employed. Similar to voltage supervisors, an on-
off controller turns on the system (RESET = 0) when the
voltage is lower than the desired value (Fig. 2).

Note how both hardware and software methods make a
(hard) decision—assert the reset—based on an immutable
threshold voltage or, hysteresis-wise, a limited set of values.
Such hard decision schemes might be less reliable compared
to soft decision implementations where inputs may take on a
whole range of values in between.
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Fig. 2. On-off control system behavior

In this paper, the voltage monitoring problem is tackled
using a machine learning (ML) algorithm called support-vector
machine (SVM) that analyzes data for classification. SVMs are
built on top of statistical learning frameworks proposed by
Vladimir Vapnik, described in [2]. The algorithm implemen-
tation allows for both online and offline model training to take
place. Decisions—whether assert or not the reset—are derived
from the trained model. Python scikit-learn ML library was
used for the SVM implementation. The Raspberry Pi 4 was
selected as the target platform for its cost-computer resources
tradeoff.

II. FUNDAMENTALS OF SUPPORT VECTOR
MACHINE ALGORITHM

The SVM is a supervised learning algorithm. According to
Hsu et al, “The goal of SVM is to produce a model (based on
the training data) which predicts the target values of the test
data given only the test data attributes” [3, p. 1]. While most
learning algorithms learn differences, SVM learns similarities



and tries to find the optimal separating line, called hyperplane,
between two classes. Fig. 3 represents a two-dimensional
dataset consisting of circles and crosses.
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Fig. 3. Two-dimensional data linearly separable by a hyperplane

The hyperplane—blue line—can be used to predict target
values. Points close to the hyperplane are called support
vectors and help define the position of the hyperplane [4].
Notice how data in the above figure can be classified using
a single line; however, there are cases where a straight line
cannot be used to separate classes. A case in point is voltage
classification itself (Figure 4a). For such non-linear cases, it
is possible to map the dataset to a higher dimension and
find the optimal hyperplane using a mathematical function
called kernel function. Fig. 4b represents the one-dimensional
voltage dataset after mathematical manipulation using a kernel
function.
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Fig. 4. a) Voltage depicted as a one-dimensional dataset distributed in multiple
interleaved regions. b) Voltage dataset after kernel function transformation.

This mathematical transformation is often referred to as
kernel trick. At the most basic level, kernel functions K map
data into a new space and then take the inner product between
the new vectors. Common types of kernel functions include:
• Linear Kernel

K(x, x′) = x · x′ (1)

where x and x′ are vectors in the input space.
• Degree-d polynomial kernel

K(x, x′) = (x · x′ + 1)d (2)

where x and x′ are vectors in the input space.

• Gaussian Radial Basis Function (RBF)

K(x, x′) = exp(
−||x− x′||2

2σ2
) (3)

where x and x′ are vectors in the input space and σ is a
free parameter.

Because voltage classification in Figure 4a is nonlinear
in nature, the kernel function must be carefully selected. In
general, the RBF kernel is the best choice for this scenario.
This kernel function maps the original dataset into a higher
dimensional space where it is possible to find a linear decision
boundary. More in-depth details about the RBF kernel can be
found in [5].

III. SCIKIT-LEARN LIBRARY

scikit-learn is a free Python module that integrates a wide
range of state-of-the-art ML algorithms [6]. This library
provides built-in classes and functions for classification and
regression. The following code snippet shows an example of
support vector classification (SVC) usage:

# Th i s program w i l l o u t p u t : [1 2 1 ]

i m p o r t SVC
i m p o r t numpy as np
i m p o r t p i c k l e from s k l e a r n
i m p o r t svm from s k l e a r n . svm

t r a i n e d m o d e l = ’ svm model . sav ’
X = np . a r r a y ( [ [ − 1 , 0 ] , [ − 2 , 0 ] , [ 1 , 0 ] , [ 2 , 0 ] ] )
y = np . a r r a y ( [ 1 , 1 , 2 , 2 ] )

# f i t t h e method
c l f = svm . SVC( k e r n e l = ’ l i n e a r ’ )
c l f . f i t (X, y )

# save t h e model
p i c k l e . dump ( c l f , open ( t r a i n e d m o d e l , ’wb ’ ) )

# l o a d model and make p r e d i c t i o n
loaded svm model = p i c k l e . l o a d ( open (

t r a i n e d m o d e l , ’ rb ’ ) )
p r i n t ( loaded svm model . p r e d i c t ( [ [ − 0 . 8 ,

0 ] , [ 1 , 0 ] , [ − 3 , 0 ] ] ) )

In fact, scikit-learn supports different kernel functions for
the decision functions. More specifically, it is possible to train
an SVM using the RBF built-in kernel function. Consider the
following code snippet:

>>> from s k l e a r n i m p o r t svm
>>> from s k l e a r n . svm i m p o r t SVC
>>> r b f s v c = svm . SVC( k e r n e l = ’ r b f ’ , gamma=10 ,

C=1)
>>> r b f s v c . k e r n e l
’ r b f ’

where kernel, gamma and C are called the hyper-
parameters of the SVM. Intuitively, gamma is a measure of
the decision boundary curvature and C represents the penal-
ization for misclassified data. Although most parameters inside
an ML model are tuned directly from data, hyper-parameters



must be selected by the user based on experimentation and
intuition [7]. Careful selection of gamma and C parameters
for voltage classification will be discussed in more detail in
the following section.

IV. CHARACTERIZATION OF
HYPER-PARAMETERS

Selecting wrong hyper-parameters might lead to data mis-
classification. Therefore, tunning C and gamma is crucial for
model performance. For comparison and selection purposes,
the SVM with RBF model was fit using different sets of
gamma and C. Training data (Fig. 5) consisted of voltage
values—feature x1—in the range from –0.17V to +2.1V , and
separated in two classes, y = −1 and y = 1, in the intervals
x1 6∈ (1.5V, 1.85V ) and x1 ∈ (1.5V, 1.85V ), respectively.

Fig. 5. Voltage dataset for hyper-parameter tunning.

The four charts below (6) show the comparison results.
When using low gamma and C, the model fails to classify
data at all. SVM with RBF using gamma = 1.0 and
C = 1000 has a better performance but still fails to classify
some data points. In general, the higher gamma and C, the
better results obtained, with little to no misclassified data
points.

scikit-learn provides a built-in function for parameter tun-
ning called GridSearchCV. This function considers all param-
eter combinations exhaustively and outputs the best C and
gamma pair:
# Th i s f u n c t i o n w i l l o u t p u t : hyper − p a r a m e t e r s

{ ’C ’ : 10 , ’gamma ’ : 100}
d e f s e l e c t s v c h y p e r p a r a m e t e r s (X, y ) :

c s = [ 0 . 0 0 1 , 0 . 0 1 , 0 . 1 , 1 , 10 , 100 , 1000 ,
10000]

gammas = [ 0 . 0 0 1 , 0 . 0 1 , 0 . 1 , 1 , 10 , 100 ,
1000]

p a r a m g r i d = { ’C ’ : cs , ’gamma ’ : gammas}
g r i d s e a r c h = GridSearchCV ( svm . SVC( k e r n e l =

’ r b f ’ ) , p a r a m g r i d )
g r i d s e a r c h . f i t (X, y ) g r i d s e a r c h .
b e s t p a r a m s r e t u r n
g r i d s e a r c h . b e s t p a r a m s

Fig. 6. Classification regions for SVM with RBF using different sets of
gamma and C.

V. MONITORING SYSTEM

The monitoring system proposed in this paper consists of
two main components: user input interface and classification
app. The user input interface is shown in Fig. 7.
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Fig. 7. User input interface.

Considering that the Raspberry Pi 4 cannot read analog
signals directly without additional ADC chips, target data is
read from R4 in the above figure. Potentiometer R4 is part of
a subcircuit called step-response, where the sensed signal is a
measure of the time required to charge and discharge capacitor
C1 via resistors R1 and R2. Push buttons SW1 and SW2 are
used to decide whether the target data belongs to class y = −1

or y = 1. Similarly, SW3 is used to toggle application
states displayed in Fig. 8.
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Fig. 8. State machine for classification app

VI. EXPERIMENTAL TESTS AND RESULTS
Training an SVM involves its evaluation. To evaluate the

classifier’s output quality, scikit-learn provides several tools,
including the confusion matrix module. In simple terms, a
confusion matrix is a 4-quadrant plot that summarizes the
classifier’s performance. Every quadrant score ranges from 0
to 1.0, where 1.0 means that the model correctly predicted the
positive class–True Positive (TP)–. Fig. 9 shows the confusion
matrix for the trained voltage SVM model:

Fig. 9. Confusion matrix for classification system.

It is important to note that the potentiometer R4 introduces
noise to the samples, hence affecting the training stage. To
lessen the noise effects and avoid unwanted reading fluctu-
ations, the following software regularization technique was
implemented:

d i f f = abs ( a n a l o g i n ( t ) − a n a l o g i n ( t −1) )
i f ( d i f f < 0 . 2 ) :

p r i n t ( ” s a m p l e i s v a l i d ” )
e l s e :

p r i n t ( ” s a m p l e i s i n v a l i d ” )

where analog in(t) is the current analog sample, and
analog input(t− 1) is the previous analog reading.

Test set for confusion matrix—created on the fly (during
the PREDICT state in Fig. 8)—, consisted of data that the
model had never seen before. Though this result indicates a
100% accuracy, it should be emphasized that the input data
for training and subsequent model evaluation consisted of a
small dataset. More exhaustive training—a few thousands of
samples—is suggested for future work.

VII. CONCLUSION

SVM can be effectively used to replace hard decision-
based voltage supervisors. The classification system proposed
in this paper allows both online and offline model training.
Decisions—whether assert or not the reset—can be derived
from the trained model. Results indicate that the system will
perform well on both new and training data.
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