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Higher Order Integral Nested Sliding Mode Control of Internal Combustion Engine

Marco Meza-Aguilar¹, Juan Diego Sánchez-Torres¹, Antonio Navarrete-Guzmán¹, Jorge Rivera², and Alexander G. Loukianov¹

Abstract—In this paper, a controller for internal combustion engine is presented. This scheme is based on the combination of high order sliding mode, integral sliding mode and globally linearizing strategies. That technique is used to find a control law such that output is related linearly to the input, i.e. to find a suitable equation eliminating the non-linearity between output and input. The integral sliding mode control is used to guarantee the robustness of the closed-loop system, and the high order sliding mode control is applied to track the reference signal, to reject perturbations and to estimate a certain unknown value of the system by means of the equivalent control method.

I. INTRODUCTION

Since, the automotive industry is constantly pursuing to satisfy the end user demand of fuel efficient along with free running of the vehicle, almost every modern car is equipped with on board diagnostics softwares in their electronic control units (ECUs) to control and monitor the engine operations.

The engine speed control problem has been considered in several publications [1]–[4]. Usually, these controllers are based on mean value engine models (MVEMs) [5] due to the fact that these models can describe the behavior of spark ignition (SI) engines [6], [7]. The MVEMs models describe the time development of the most important measurable engine variables on time scales a little larger than an engine cycle [8], [9].

The sliding mode (SM) control approach has been widely used by control engineers for the regulation of dynamic systems. The attractiveness of this control technique is due to its robustness property to matched perturbations [10]. The SM techniques are based on the idea of the sliding manifold, that is an integral manifold with finite reaching time [11]. The integral SM control [12]–[14] has been proposed with the idea to design sliding manifolds which includes integral SM terms. In this way, the motion on the sliding manifold has the characteristics of the integral SM controllers, rejecting or attenuating the unmatched disturbances with the nested sliding mode philosophy. The nested SM approach consists in introducing smooth functions that approximate the sing function in the SM dynamics. The approximation function is the sigmoid one. The smoothness of this function allows to continue with the block control design procedure. This proposal allows to design a well defined manifold, however, with reduced robustness and tracking performance. To overcome this major drawback of the IN-SM it was proposed the integral nested higher-order sliding modes (IN-HOSM) algorithms [28], [29] as an extension of IN-SM ones. Using quasi-continuous SM (QC-SM) algorithms [30] instead of sigmoid functions, leads as an extension of IN-SM ones. Using quasi-continuous SM (QC-SM) algorithms [30] instead of sigmoid functions, leads to a nested integral structure but with exact disturbance rejection. It is worth to highlight that the QC-SM algorithms can be designed to be differentiable for each block by selecting a suitable SM order, as it was shown in similar techniques [31], [32].

This work aims to design a robust controller for the internal combustion engine with unknown parameters using the (IN-HOSM) algorithms [28], [29]

The paper is organized as follows: Section II provides the considered model of the MVEM. Section III describes the proposed controllers, including a detailed stability analysis of the designed closed-loop system. Simulation results are presented in Section IV. Finally, in Section V the conclusions are given.

II. MEAN VALUE ENGINE MODELS

In this section the Mean Value Engine Model (MVEM) of Spark Ignition (SI) is presented [33].
A. The Crank Shaft Speed State Equation

The crank shaft state equation is derived using straight forward energy conservation considerations. Energy is inserted into the crank shaft via the fuel flow. To avoid the modeling of the cooling and exhaust system losses, the thermal efficiency of the engine is inserted as a multiplier of the fuel mass flow. Losses in pumping and friction dissipate rotational energy while some of the energy goes into the load. Physically this is expressed as a conservation law: the rate of change of the crank shaft rotational kinetic energy is equal to sum of the power available to accelerate the crank shaft and that of the load:

\[
\dot{n}_e = \frac{(P_f + P_p + P_b)}{J_e n_e} + \frac{H_u \eta \dot{m}_f}{J_e n_e}
\]

(1)

where \(n_e\) is the crank shaft speed, \(J_e\) is the moment of inertia in the rotating parts of the engine, \(P_f\), \(P_p\), and \(P_b\) are the power lost to the friction, pumping losses and the load, respectively, \(H_u\) is the fuel burn value, \(\eta\) is the thermal efficiency, and \(\dot{m}_f\) is the fuel mass flow.

The loss functions \(P_f\) and \(P_p\) form the load input to the engine and can be implemented to match a desired operating scenario. They are usually regressions based on data from engine measurements and can be modeled by the following regressions functions:

\[
P_f = 0.0135n_e^3 + 0.2720n_e^2 + 1.6730n_e
\]

\[
P_p = n_e P_m (0.2060n_e - 0.9690).
\]

(2)

where \(P_m\) is the pressure in the intake manifold. It has been found convenient to express the load power as the function:

\[
P_b = k_b n_e^3
\]

(3)

where \(k_b\) is the loading parameter. It is adjusted in such a way that the engine is loaded to the desired power or torque level at a given operating point.

The thermal efficiency \(\eta\) is also a regression and can be modeled by the following polynomial:

\[
\eta = 0.55(1 - 0.39n_e^{-0.36})(0.82 + 0.58P_m - 0.39P_m^2).\]

(4)

B. Fuelling System

The fluid film flow model describes the dynamics of the fluid flow through the manifold. The fluid flow \(\dot{m}_f\) has two components: fuel vapor flow and fluid film flow, denoted by \(\dot{m}_{ff}, \dot{m}_{ff},\) respectively [33].

\[
\dot{m}_{ff} = \frac{1}{\tau_f} (-\dot{m}_f) + X_f \dot{m}_f;
\]

\[
\dot{m}_{ff} = (1 - X_f) \dot{m}_f;
\]

\[
\dot{m}_f = \dot{m}_{ff} + \dot{m}_{ff}
\]

(5)

where \(\dot{m}_f\) is the injected fuel mass flow, \(X_f\) is the fraction of \(\dot{m}_f\) which is deposited on the manifold as fuel film and \(\tau_f\) is the fuel evaporation time constant (0.25s).

C. Manifold Pressure State Equation

In the derivation of the manifold pressure state equation, the common procedure is to use the conservation of air mass in the intake manifold:

\[
\dot{m}_{ai} = \dot{m}_{ai} - \dot{m}_{ao}
\]

(6)

where \(\dot{m}_{ai}\) is the air mass flow in the intake manifold, \(\dot{m}_{ai}\) and \(\dot{m}_{ao}\) represent mass flow rate in and out of the intake manifold, i.e. through the throttle valve and into the cylinder, respectively.

The pressure in the intake manifold \(P_m\) can be related to the air mass in the manifold \(m_m\) using the ideal gas equation

\[
P_m V_m = m_m R T_m
\]

(7)

where \(R\) is the ideal gas constant, \(T_m\) is the intake manifold temperature and \(V_m\) is the intake manifold volume.

Taking time derivatives of (7) and using (6), the intake manifold pressure equation is obtained of the form

\[
\dot{P}_m = \frac{R T_m}{V_m} (\dot{m}_{ai} - \dot{m}_{ao}).
\]

(8)

The expressions forms of \(\dot{m}_{ai}\) and \(\dot{m}_{ao}\) are described in the following Subsections.

1) Port Air Mass Flow: The air mass flow \(\dot{m}_{ai}\) at the intake port of the engine can be obtained from the speed-density equation [33] as

\[
\dot{m}_{ai} = \sqrt{\frac{T_m}{T_a}} \frac{V_d}{120 R T_m} (\epsilon_v P_m)n_e.
\]

(9)

On the other hand, the relation between \(P_m\) and the speed \(n_e\) is given by [34]

\[
\epsilon_v P_m = s_i P_m - y_i.
\]

(10)

where \(T_a\) is the ambient temperature, \(V_d\) is the engine displacement, the manifold pressure slope \(s_i\) is slightly less than 1 and the manifold pressure intercept \(y_i\) is close to 0.10; they are always positive and depend mostly on the crank shaft speed. Moreover, they should not change much over the range operating an engine from one engine to another except for those which are highly tuned. The form of equation (10) has been known phenomenologically at Ford for many years but in [34] this equation has been derived from physical considerations. This means that it can be rapidly applied to many different engines with basically only a knowledge of a few physical constants, and this is the advantage of the derivation above.

Using now (10) the speed-density equation (9) becomes

\[
\dot{m}_{ai} = \sqrt{\frac{T_m}{T_a}} \frac{V_d}{120 R T_m} (s_i P_m + y_i)n_e.
\]

(11)

2) Throttle Air Mass Flow: The second important equation is the manifold pressure state equation, which is used to describe the air mass flow past the throttle plate. This part of the model based on the isentropic flow equation for a converging-diverging nozzle, is given by [33]

\[
\dot{m}_{ai} = \dot{m}_{ai1} \frac{P_m}{\sqrt{\gamma}} \beta_1(\alpha) \beta_2(P_r) + \dot{m}_{ai0}
\]

(12)
where \( P_a \) is the ambient pressure, \( \tilde{m}_{a1} \) and \( \tilde{m}_{a0} \) are constants, \( \alpha \) is the throttle angle and \( \beta_1(\alpha) \) is the throttle plate angle dependency which can be described by the following function as an approximation to the normalized open area:

\[
\beta_1(\alpha) = 1 - \cos(\alpha) - \frac{\alpha^2}{2}
\]

where \( \alpha_0 \) is the fully closed throttle plate angle (radians). The function \( \beta_1(\alpha) \) serves as the function of an area dependent on the discharge coefficient \( \beta_2(P_r) \), and it is defined by the isentropic flow expression:

\[
\beta_2(P_r) = \left\{ \begin{array}{ll}
1 & P_r < P_c \\
\frac{1}{1 - \left( \frac{P_r - P_c}{P_c} \right)} & P_c \leq P_r
\end{array} \right.
\]

where \( P_r = \frac{P_m}{P_a} \), and \( P_c = 0.4125 \) is the critical pressure (turbulent flow).

D. Internal Combustion Engine Model

The MVEMs state system (1-14), using the state variables \( x = [x_1 \ x_2 \ x_3]^T = [\tilde{m}_f \ \eta \ P_m]^T \) is presented in the following form:

\[
\dot{x}_1 = \frac{1}{\tau_f} (\tilde{m}_f - x_1) + (1 - X_f) \tilde{m}_f \\
\dot{x}_2 = -f_2(x_1, x_2) - b_2(x_2)x_3 \\
\dot{x}_3 = f_3(x_2, x_3) + b_3(x_3) \beta_1(\alpha)
\]

where

\[
f_2(x_1, x_2) = \frac{P_r + P_h}{\tau_{e2}} + \frac{H_a \eta_{x1}}{\sqrt{V_m}} \ b_2(x_2) = \frac{0.206x_2 - 0.969}{\tau_f} \\
f_3(x_2, x_3) = \frac{RT_m}{V_m} [\tilde{m}_{a10} - \sqrt{\frac{P_m}{P_c}} \ \frac{\tau_{Hm}}{120RT_m} (s_1 x_3 + y_1 x_2)] \text{, and} \\
b_3(x_3) = \frac{RT_m}{V_m} \ \tilde{m}_{a11} \ \frac{P_m}{V_m} \ \beta_2(P_r)
\]

Defining the input vector \( u = (u_1, u_2)^T \) as \( u_1 = \tilde{m}_f \) and \( u_2 = \alpha \) and the output vector \( y = (y_1, y_2)^T = h(x) \) with \( y_1 = \lambda(x) \) and \( y_2 = x_2 \), where \( \lambda(x) \) is the value of air-to-fuel ratio, the system (15) can be written in a controller canonical form:

\[
\dot{x} = f(x) + G(x) \bar{u} \\
y = h(x)
\]

where

\[
f(x) = \begin{bmatrix}
\frac{x_1}{\tau_f} \\
-f_2(x_1, x_2) - b_2(x_2)x_3 \\
f_3(x_2, x_3)
\end{bmatrix}
\]

\[
G(x) = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & b_3(x_3) \\
0 & b_3(x_3)
\end{bmatrix}
\]

\[
\bar{u} = \begin{bmatrix}
\bar{u}_1 \\
\bar{u}_2
\end{bmatrix} = \frac{1}{2} \eta_u \ (1 - X_f) \bar{u}_1 + (1 - \cos(u_2)) - \frac{\alpha^2}{2}
\]

III. CONTROL DESIGN

There are two control objectives: the first is to force the engine speed \( n_e \) to track some desired reference \( n_{er} \), and the second one is that the value of air-to-fuel ratio \( \lambda \) must reach the unity that achieves a stochiometric value of 14.67.

A. Control of Air-to-Fuel Ratio

In this subsection, to design a sliding manifold the input-output feedback linearization technique [35] is used. The normalized air-to-fuel ratio is expressed by

\[
\lambda = \frac{\tilde{m}_{a11}}{14.67 \ \tilde{m}_{a1}}
\]

Now, define the output tracking error as

\[
e_1 = \lambda - r_1
\]

where \( r_1 \) is the reference signal for \( \lambda \). Then the error dynamics is derived of form

\[
\dot{e}_1 = f_0(x) + b_0(x) \bar{u}_1 + \Delta_1(t)\]

where \( f_0(x) = L \lambda f(x) \), \( b_0(x) = L \lambda G(x) \) are Lie derivatives, and \( \Delta_1(t) = \bar{r}_1 \) is considered as a unknown disturbance term, since it is not easy to measure. It is reasonably assumed that \( L \lambda G(x) \neq 0 \) in some admisible domain. Then the control law is proposed of the following form:

\[
\bar{u}_1 = \frac{u_{sm} - L \lambda f(x)}{L \lambda G(x)}
\]

with \( u_{sm} \) as the generalized super-twisting algorithm [36]

\[
u_{sm} = -k_{11} [\eta_1^{1/2} \text{sign}(\eta_1) + \mu_1 (3/2) \text{sign}(\eta_1)] + u_{sm1} \\
u_{sm1} = -k_{12} (1/2 \text{sign}(\eta_1) + 2 \mu_1 + 3/2 \mu_2 [\eta_1^{1/2} \text{sign}(\eta_1)]
\]

where \( \eta_1 \) is the sliding surface, \( \mu, k_{11} \) and \( k_{12} \) are the control gains.

Substitute to the original control (17) into (21), yields to

\[
\bar{u}_1 = \frac{1}{1 - X_f} \begin{bmatrix}
\bar{u}_1 - \frac{u_1}{\tau_f} \\
\frac{u_{sm} - L \lambda f(x)}{L \lambda G(x)} - \frac{u_1}{1 - X_f} \frac{1}{\tau_f}
\end{bmatrix}
\]

B. Engine Speed Control Design

The control law to engine speed \( n_e \) is define as follows. Define the engine speed tracking error as

\[
e_2 = n_e - n_{er} = x_2 - x_{2r}
\]

where \( n_{er} \) is a reference signal. From (15) and (24), the error dynamics can be derived of the form

\[
\dot{e}_2 = -f_{21}(x_1, x_2) - b_2(x_2)x_3 - \dot{x}_2 + \Delta_2(x)
\]

where \( f_{21} = \frac{P_f + P_m}{J_x x_2} \). The term \( \Delta_2(x) \)

\[
\Delta_2(x) = \frac{H_a \eta_{x1}}{J_x x_2}
\]

is considered in (25) as an unknown disturbance term since it contains the unknown thermal efficiency \( \eta \).

To stabilize the dynamics for \( e_2 \) in (25), the variable \( x_3 \) can be considered as a virtual control. Then the desired value for \( x_3 \), i.e. \( x_{3\text{des}} \) is determined as

\[
x_{3\text{des}} = x_{3\text{des}}^0 + x_{3\text{des}}^1 + x_{3\text{des}}^2
\]
where $x_{3des}^1$ will be designed to reject the disturbance $\Delta x_2(x)$ in finite time by using the integral sliding mode technique [14] in combination with quasi-continuous SM control [30]. The term $x_{3des}^2$ will be designed to cancel the known derivative $\dot{x}_2$. The term $x_{3des}^1$ will be chosen such that $e_2(t)$ exponentially converges to zero.

Having $x_{3des}$ (25), the error $e_3$ is defined as

$$e_3 = x_3 - x_{3des}$$  \hspace{1cm} (28)

and (25) can be rewritten of the form

$$\dot{e}_2 = -f_{21}(x_2) - b_2(x_2)x_{3des}^0 - b_2(x_2)x_{3des}^1 - b_2(x_2)x_{3des}^2 + \Delta_2(x) - \dot{x}_2$$  \hspace{1cm} (29)

Choose $x_{3des}^2$ as

$$x_{3des}^2 = -b_2^{-1}(x_2)\dot{x}_2.$$  \hspace{1cm} (30)

To design $x_{3des}^1$, we define the sliding variable $\sigma_2$ as

$$\sigma_2 = e_2 - z_2$$  \hspace{1cm} (31)

where $z_2$ is an integral variable to be defined below. From (25), (30) and (31), the dynamics for $\sigma_2$ are given by

$$\dot{\sigma}_2 = -f_{21}(x_2) - b_2(x_2)x_{3des}^0 - b_2(x_2)x_{3des}^1 + \Delta_2(x) + \dot{z}_2$$  \hspace{1cm} (32)

where $\dot{z}_2$ is selected of the form

$$\dot{z}_2 = f_{21}(x_2) + b_2(x_2)x_{3des}^0$$  \hspace{1cm} (33)

with $z_2(0) = e_2(0)$ in order to fulfill the requirement $\sigma_2(0) = 0$. With this selection of $\dot{z}_2$, system (32) reduces to

$$\dot{\sigma}_2 = -b_2(x_2)x_{3des}^1 + \Delta_2(x)$$  \hspace{1cm} (34)

To enforce sliding motion on the manifold $\sigma_2 = 0$ despite of the disturbance $\Delta_2(x)$, the term $x_{3des}^1$ in (34) is chosen as

$$x_{3des}^1 = b_2^{-1}(x_2)\zeta$$  \hspace{1cm} (35)

with $\zeta$ as the solution of (30)

$$\dot{\zeta} = -\alpha - \frac{\beta|\sigma_2|^{3/2}\text{sign}(\sigma_2)}{|\sigma_2| + \beta|\sigma_2|^{1/2}}$$  \hspace{1cm} (36)

where $\alpha > 0$ and $\beta > 0$.

When the SM motion on the manifold $\sigma_2 = 0$ is reached, the equivalent value $b_2\{x_{3des}^1\}_{eq}$ as a solution of $\dot{\sigma}_2 = 0$ (32) is calculated of the form

$$b_2\{x_{3des}^1\}_{eq} = \Delta_2(x)$$  \hspace{1cm} (37)

This shows that the disturbance $\Delta_2(x)$ is rejected by the equivalent virtual control $\{x_{3des}^1\}_{eq}$ [10]. Having $\{x_{3des}^1\}_{eq} = b_2^{-1}\zeta$ (34) and using (37) and then (26) the estimated value $\hat{\eta}_i$ of thermal efficiency $\eta_i$ can be obtained as

$$\hat{\eta}_i = \frac{\zeta x_2f}{H_u x_1}$$  \hspace{1cm} (38)

As result, the dynamics (29) are reduced on $\sigma_2 = 0$ to

$$\dot{e}_2 = -f_{21} - b_2(x_2)x_{3des}^0$$  \hspace{1cm} (39)

Thus, to stabilize (39) the desired dynamics $k_2e_2$ are introduced by means of

$$x_{3des}^0 = b_2^{-1}(x_2)[k_2e_2 - f_{21}(x_2)]$$  \hspace{1cm} (40)

with $k_2 > 0$. Having (40) the dynamics $\dot{z}_2$ (33) reduce to

$$\dot{z}_2 = k_2e_2$$  \hspace{1cm} (41)

From (28) it follows that

$$\dot{e}_3 = f_{32}(x_2, x_3) + b_3(x_3)\tilde{u}_2 - \dot{x}_{3des}$$  \hspace{1cm} (42)

where pseudo control $\tilde{u}_2$ is proposed as follows:

$$\tilde{u}_2 = b_3^{-1}(x_3)(\dot{x}_{3des} - f_3(x_2, x_3) + u_{st})$$  \hspace{1cm} (43)

with the derivative $\dot{x}_{3des}$ is obtained by a sliding mode exact robust differentiator [37], and to enforce sliding motion on the manifold $e_3 = 0$ (28), the control $u_{st}$ in (43) is chosen using super twisting algorithm [37]:

$$u_{st} = u_{st1} + u_{st2}$$  \hspace{1cm} (44)

$$u_{st1} = -k_{21}|e_3|^{1/2}\text{sign}(e_3)$$  \hspace{1cm} (45)

$$u_{st2} = -k_{22}\text{sign}(e_3)$$  \hspace{1cm} (46)

with the control gains $k_{21} > 0$ and $k_{22} > 0$.

By using (13) the final expression for the control results as follows:

$$u_2 = \cos^{-1}(1 - \tilde{u}_2 - \frac{\alpha^2}{2})$$  \hspace{1cm} (47)

C. Closed-loop system stability

Using the nonsingular transformation (19), (24), (35), (30) and (40)

$$e_1 = \lambda - r$$  \hspace{1cm} (48)

$$e_2 = x_2 - x_{2des}$$  \hspace{1cm} (49)

$$e_3 = x_3 - b_3^{-1}(k_2e_2 - f_{12}(e_2) + \zeta - \dot{x}_{2des})$$  \hspace{1cm} (50)

with the integral variable $z_2$ and $\zeta$ defined by (41), and (36) respectively; the extended closed loop system (20), (25) and (42) is presented as

$$\begin{cases}
\dot{e}_1 = -k_{11}|e_1|^{1/2}\text{sign}(e_1) + \mu|e_1|^{3/2}\text{sign}(e_1) \\
u_{21} = -k_{12}[1/2|\text{sign}(e_1)| + 2\mu e_1 + 3/2\mu^2|e_1|^2|\text{sign}(e_1)|
\end{cases}$$  \hspace{1cm} (42)

$$\begin{cases}
\dot{e}_2 = -k_2e_2 - \zeta + b_2e_3 + \Delta_2(x) \\
\dot{\sigma}_2 = -\zeta + b_2e_3 + \Delta_2(x) \\
\dot{\zeta} = -\alpha|\sigma_2 + \beta|\sigma_2|^{3/2}\text{sign}(\sigma_2) \\
\dot{e}_3 = -k_{21}|e_3|^{1/2}\text{sign}(e_3) + u_{21} \\
\dot{u}_{21} = -k_{22}\text{sign}(e_3)
\end{cases}$$  \hspace{1cm} (43)
Considering the disturbances in the closed-loop system (47)-(50) as fulfilling the following conditions:

\[
\begin{align*}
|\hat{\Delta}_1(t)| & \leq L_1 \\
|\Delta_2(x)| & \leq L_2
\end{align*}
\]  

(51)

in some admissible region \( \Omega_0 \) with \( L_1 > 0 \) and \( L_2 > 0 \), the stability of the closed-loop system (47)-(50) is outlined in the stepwise procedure

(Step A) Reaching phase of the projection motion (50).

(Step B) The SM stability of the projection motion (49).

(Step C) The SM motion stability of (48) on the manifold \( e_3 = 0 \).

(Step D) Reaching phase of the projection motion (47).

For (49), the motion on the manifold \( e_3 = 0 \) is described by

\[
\begin{align*}
\dot{\sigma}_2 &= -\zeta + \Delta_2(x) \\
\dot{\zeta} &= -\alpha \frac{\dot{\sigma}_2 + \beta |\sigma_2|^{1/2} \text{sign}(\sigma_2)}{|\sigma_2| + \beta |\sigma_2|^{1/2}}
\end{align*}
\]  

(52)

by applying the change of variables \( \psi_1 = \sigma_2 \) and \( \psi_2 = \dot{\sigma}_2 \), the system (52) is written as

\[
\begin{align*}
\dot{\psi}_1 &= \psi_2 \\
\dot{\psi}_2 &= -\alpha \frac{\dot{\psi}_1 + \beta |\psi_1|^{1/2} \text{sign}(\psi_1)}{|\psi_1| + \beta |\psi_1|^{1/2}} + \Delta_2(x)
\end{align*}
\]  

(53)

under condition (51), there exist \( \alpha > 0 \) and \( \beta > 0 \) such that a solution of the system (53) converges to the origin \( (\psi_1, \psi_2) = (\sigma_2, \dot{\sigma}_2) = (0, 0) \) in finite time, inducing a SM motion on \( e_3 = 0 \) [30].

(Step C) The motion for (48) on the set \((e_3, \sigma_2) = (0, 0)\) given by

\[
\dot{e}_2 = -k_2 e_2
\]  

(54)

with \( k_2 > 0 \) is exponentially stable.

(Step D) Using the transformation \( q = u_{12} + \Delta_1(t) \), the system (47) yields to

\[
\begin{align*}
\dot{e}_1 &= -k_{11} |e_1|^{1/2} \text{sign}(e_1) + \mu |e_1|^{3/2} \text{sign}(e_1) + q \\
\dot{q} &= -k_{12} |e_1|^{1/2} \text{sign}(e_1) + 2\mu e_1 + 3/2\mu^2 |e_1|^2 \text{sign}(e_1) \\
&+ \Delta_1(t)
\end{align*}
\]  

(55)

Under the assumption (51), it follows that if \( k_{11} > 0 \) and \( k_{22} > 3L_1 + 4L_2^2 \), then the equilibrium point \((e_1, q) = (0, 0)\) finite time despite of the perturbation \( \Delta_1(t) \) [36].

IV. SIMULATIONS

In this Section, we verify the performance of the proposed control scheme by means of numerical simulations.

We consider a MVEMs with the following nominal parameters [34]: \( V_d = 1.275 \), \( R = 0.00287 \), \( V_m = 0.0017 \), \( I = 480(2\pi/60)^2 \), \( H_a = 4300 \), \( L_{th} = 14.67 \), \( \lambda = 1.0 \), \( T_m = 293 \), \( T_a = 293 \), \( P_e = 0.4125 \), \( P_a = 1.013 \), \( P_r = P_m/P_a \), \( \tilde{\eta}_a1 = 5.9403 \), \( \tilde{\eta}_a0 = 0 \), \( \lambda_t = 0.961 \), \( y_t = -0.07 \). The velocity reference signal starts from 1.5 krpm and it increases to 2 krpm in the first 5 s and then it remains constant for 5 to 9 s, again increases from 2 krpm to 3 krpm of 9 to 18 s, and finally in 4 krpm it remains constant for 18 to 30 s.

In Figure 1 it is shown the output tracking response of \( \lambda \); it presents an acceptable performance even in the presence of an perturbation. The response of the engine speed is shown in Figure 2, it has a good behavior even in the value of the thermal efficiency \( \eta_i \) is unknown. This value is estimated by SM, as it is shown in Figure 3. Finally, Figure 4 shows the tracking errors \( e_2 \) and \( e_3 \) responses.
The proposed control for the internal combustion engine is designed using a combination of integral and high order SM techniques, which ensure finite time stability of the closed-loop system in presence of unmatched engine parameters variations. Simulations results show efficiency of the proposed control scheme.

V. CONCLUSIONS

The proposed control for the internal combustion engine is designed using a combination of integral and high order SM techniques, which ensure finite time stability of the closed-loop system in presence of unmatched engine parameters variations. Simulations results show efficiency of the proposed control scheme.
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